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PREFACE

The Antenna Applications Symposium, held at the University of

Illinois' Robert Allerton Park, was cosponsored by Rome Air Development

Center's Electromagnetic Sciences Division (RADC/EEA), Hanscom AFB, MA

and the University of Illinois, Urbana, IL under contract F19628-84-M-0002.
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A MOMENT METHOD SOLUTION TO SPIRAL A111,1111A RADIATI("N

Paul Skinner, 2D LT, USAF
Andrew J. Terzuoli

Air Force Institute of Technology
Wright-Patterson AFB, Ohj.o

The method of moments provideL a general approach for obtaining an

approximate solution to the radiation pattern of a logarithmic spiral

antenna. This solution is obtained via a knowledge of the current dist-

ribution induced on the antenna by feed excitation. Different methods

for modell:.ng a spiral antenna and its feed are discussed in this report,

as well as a brief explaination of the implementation of the moment method.

Background

Several attempts have been made to describe the radiation properties

of spiral antennas. One of the first was made by Walter Curtis in 1960 (1ý.

He concentiated on the Archimedian spiral. Curtis's approach was to approx-

imate the Archimedian spiral as a series of semi-circles. He assumed a

current distribution of the sum of outward and inward travelling waves.

He then obtained an exact solution to the radiation of a single semi-circle

of thin wire with this distribution, and added the radiated fields for the

series. Althouwh this was an exact solution for the slightly distorted

Archimedian spiral, it assumed a current distribution which has since

been shown to be poor.

In 1964, John Dyson identified an active region on a conical logarith-

mic spiral antenna (2). This active region is what controls the primary

characteristics of the radiated field. He took near field measurements

which showed th'at the radiated near field is very intensc ov#.r , -. _'
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region of the antenna. This vaz a contradiction to the current distri---1

bution assumption Curtis made.

Cheo, Rumsey, and Welch (3) used Maxwell's equations to approach an

exact solution for the radiation pattern of an antenna consisting of an

infinite number of equally spaced wires in the form of coplanar equiangu-

lar (logarithmic) spirals. However, the analytical results they obtained

for the current distribution showed a maximum of current on the feed point

of the spiral with an. amplitude taper as the spiral radius increased.

This is a contradiction to the active region which Dyson discovered.

K. K. Mei demonstrated the feasibility of numerircally solving an

integral equation that modelled the physics of a radiating equiangular H
spiral antenna.(4). He used Hallen's equation (5979) to solve foi. the

current distribution on the antenna, which he limited to a thin curved

wire. Met used the moment method to obtain his solution. However, moment

method applications to Hallen's equation have since been shown to converge

to incorrect solutions.
.1.1

The Moment Method

The moment m6thod can be simply described as a mathematical tech-

nique used to get an approximate solution to an integral equation. The -'-__

integral equation will contain an unknown function, which in this study '

Is the radiating current distributicn. The first step in the moment

method is to write the unknown function as the sum of a weighted set of

expansion functions. That is

n n() (Eq.'

In this form, n is the subscript for the nth expansion function, Fn(29),

and 1n 13 the nth expansion coefficient,, which is unknown.

.276 :.
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There are many expansion functions which may be used to represent

a current distribution. This study uses the plccewise sinusoidal func-

tlo:-, which is given by equation 1 and sketcld below.

sin (x - Xn_) •'2

$sinP(xn -nx) for x X <n

otherwise (Eq. 2)"i.

where - n

= wavelength

Xn Xn Xn~ 2i-

Figure 1. Piecewise Sinusoidal ELxpansion Function

For the implementation of plecewlee sinusoie 1 expansion functions,

the antenna struc ture uust be divided into a finite number of subsets.

The, piecewise sinusoidal function is placed on each adjacent pair of sub-

sets. The sum of the weighted set of piecewise ainusoids.'an form Pariou3

complex current distributions, but always insures that the current on the

end of the antenna wire goes to zero. To insure that "dips" do not' occur

in the distribution from too long sinusoids, subsets should be constructed
* S.-

so that' "'C

n Xn_ ) /,. fl-. '• ",
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Once the expansion functions dre chosen, the suimaution in equaticn I

can le substituted into the original inte',ral equation. In this study,

that is the reaction intedral equation.

The reaction integral equation is a convenient expreosian relating

the reaction of various fields to eachi other for many Droblems. The con-

cept of reaction was developed by V.,H. Rumzey in 1954 (6). Rumsey defined

the reaction betwecn two electromagnetic souirces, a and b, as

<a~b> = .f,(b)l'(a) - (b)'(a))dV (Eq. 4)
a

where E(b), 1(b) = electric and Liagnetlc fields radiated by source b

U(a), T(a) = electric and magnetic currents on source a

and the integration is done over the volume of source a.

The concept of reaction can be applied with the introduction of test-

ing functions. Testing functions repronent currents on subsets of the

,itenna structure which are allowed to react with other subsets of the

structure. Aa with expanh~on functions, there are many choic'.. of test-

ing function types. This study uses Galevkin's method, which is the pro-

cedure of choosing the same type of function for both jxpansion and test-

ing functt.ons. Therefore, piecewise sinusoids are used for testing func-

tions. The negative of the reaction between the nth expansion function

and the mth. testing function forms the mutual impedance between the pairs

of subsets on which these functions reside. Since only good conductors ..

(for the antenna structure) will be considered in this study, the magnetic
current on the structure can be neglected. Thc'refore, thenutual impo-

dance between the mth and nth pair of subsets can be written as

Zmn fffif n dV (Eq.5)

qhere ZE is the elecLric field raý.iated by the n.th testing function and -
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"the integration is done over the volume of the nth pair of subsets.

With N total adjacent pairs of subsets on the antenna, an N x N impe-

dance matrix may be constructed to represent the mutual impedances through-

out tne antenna. This matrix ctn be mult.plied with a current matrix to

give a voltage matrix. The current matrix is merely a column vector with

the nth entry being the nth expansion coefficient, I The voltage matrix
n

is also a column vector. Each entry in the voltage matrix represents the

actual voltage across the a pair of adjacent subsets on the structure.

In a radiation problem, these voltage entries can be assumed by specify-

ing a generator model. This study uses delta gap generators for these

sources. This gives a voltage entry of exactly ?ero for each par of sub-

sets, except for the few in which generators are placed. A voltage may

be specified for the entries which contain the generators.

The moment method solution is obtained by solving for the current

matrix. This is done by inverting ýhe impedance matrix and multiplying

the result with the voltage • ÷ . TVV resulting current matrix than

•gives the coefficients necessary to construct the current distributionJ .

with s•quation 1. Once the current distribution is found, the radiated

field can be calculated with the standard radiation integral approach.

Antenna Mcdellin•

This study considers three antenna models to simulate a planar iog-

arithmic spiral antenna made of four curved conducting strips which increase

in radius as the radial distance increases.

The first model is a sipplu thin wire model. The equation to des-

cribe the median curve in the flat strip was used to derive this model.

Points were calculatcd at 10° increments and st.ra.iht segmer.ts .', -
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"to connect these point3 and form the model. This is shown below it, Figure

2 as a view of a portion of the antenna.

of
spiral

FiGure 2. Thin Wire Modelling

Although it may seem more.desirablo to place piecewise sinusoidal expan-

sion functions over curved wire cegments (allowing the model to fit the

median curve exactly), this is not practical for implementation of the

moment method.. It is practical to place the piecewise sinusoids over

"straight wire segments because the near and far fields radiated b, a

thin wir with a piecewise sinusoidal cn-rent is known exactly (70368-370).

The near field radiated by an adjacent pair of segments must be used to

*-! compute the impedance matrix entries.

A two arm anenna was modelled first. This is shown inFigura 3.'
0Segment endpoints were placed 45 apart to give a rough estimate oi" the

"radiation pattern. The figure is drawn to actual sca e for the antenna

modelled. The feed consists of a segment of wire connecting the two feed

points. Since the maximum radius of the antenna is about 5 cm, the mini-

"mum operating frequency is expected to be about' GHz (where the wave-

length equals the outer perimeter).

I

• .,280



"Fig"re 3. Two Arm Wire Model

Thecfrequency characteristics -at:..tbe high. endl of: the operating band canno4+

be explored because the generator used is a corruption of the true feed

of an antenna.

Once it was established that the two arm model was giving credible

*results, a ýour arm model was developed. The four arm-model used segmen-

tation every 10 for more accuracy. Two feeding arrangments were tried

with the four armmodel The goal of the different feeds was to produce

the sum and diff~erence patterns discusse~d by Joseph.Mosko (8).' The sum

**pattern iz simply a large beam centered on the boresight of the antenna..

The difference pattern has a null on the boresight, and a maximum about

380 from the boresight, according to the'exper'imentation done by Mosko.

In order to generate these patterns, equal amplitude voltages with the

phases listed in. Table A must be applied to the four feed pointe.
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Table A

Feed Point Phase for Sum Pattern Phase for Diff. Pattern

1 00 00

2 900 1800

:' 3 18o°

,4 270° 1800

The feed points are numbered sequentially in a clockwise manner. To

obtain these voltages, the feed models shown in Figure 4 were separately

placed in the four arm thin wire model.

Sum Diff.

Fiur. 3. -

,4 4,

g:l seeJe,

Fiue4. Feed M.odels for Sum-and Difference Patterns

The generator between points 2 and 4 on the' sum pattern model is I mm

above the &enerato_ 'between points I and 3, which: is in the plane of the

four wire arms.

At the tV.me of this writing, the thin wire model has been the only

model used to obtain results. However, the authors have considered two

other modelling schemes, each of which take Into account the possibility

of lateral cLrrcnt3 devclopinn on the rhis of the anton~a.
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The second antenna model considered is a tire-.rId model. Th,. cola-

sists of thin wires conforming to the inner and outer edges of the con-

ducting strips (see Figure 2) with straight wire lateral connections every

100. Implementation of the moment method with this model can use the same

piecewise sinusoidal expansion functions used in the thin wire model. The

feed structures used in Figure 4 can also be used in this model.

The third antenna model is a quadrilat'eral patch model. It is formed

by placing a conducting patch inside each space created in the wire-grid

model. The wire feed models ntay still be used, but they must be attached

to thefirst patch of each arm. This model will probably most closely

characterize the actual anteina. The expansion function for the surface

patches is more complicated than the piecewise sinusoidal functions for

straight wires. A modified piecewise sinusoid Is given in equation 6

with the parameters defined in Figure 5.

"" . si w sin(, 1) - surface current density (Eq. 6)

c = constant

U. V
U m "• 3V

W •

I|

Figure 5. Surface Patch Ceometry
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Results

Some computer experimentation has been done with the thin wire model.

The authors have used a relatively new code developed by E. H. Newman

at the Ohio State University ElectroScience Laboratory. Although the

results obtained using this code should be viewed carefully, the early

returns seem to indicate the code is working well.

The a.itenna gain pattern for the two arm model is given in Fijures

6 through 11 for different frequencies. The results show the antenna

performance drops off at about 1 GHz, which is what we expetted. This

supports the work of John Dyson, who discovered that the radiating por-

tion of the antenna should be where the circumference equals one wave-

length. There is an unexpected drop in gain at 2 GHz. We have no explain-

ation for this.

2-ARM VIRE APTENNA AT 250 M2

S

S

w,-

,.oo

a.=

N'

S..

'.0 11.00 A.00 3t.00 4b. 00 5.-00 6."0 1.0 A.00 1 .00

Figure 6. -THETA
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2-ARMt WIRE ANTENNA AT 1.5 GM7
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2-ARM WIRE ANTENNA AT 3.75 GH2

ILI

o I,

a• •

SA.

4 - - - - --

1.0 .00 2 .00 I.0 41.00 5b.00 a0.00 ?4.30 a0.00 90.00T;AETA
Fig-are 11.

The pattern at 1.5 GHz i5 very Indicatlve of what we expected. The

maximum gain is a little over 3d.B and the beamwidth Is about 1200, which

is a little larger than most experimental results.

For the sum pattern of the four arm wire antenna, we expect 'a maximum

gain of about 3dB and a beamwidth of around 70°, based on experimentation

done by Mosko (8). As seen In Figure 12, this is almost exactly what

the computer generated. Tr* maximum gain Is 3.37dB and the beamwidth

is around 66. What is particularly interesting'about the sum pattern

is the currents generated on the antenna. Although we do not have a

figure showing the current distribution, we aoticed the current reached

a maximum amplitude where the circumference of the antenna was almost

exactly two wavelengths. According to the work done by Mosko, this is

to be expected only for the difference pattern. ,The sum pattern should-

have a maximum current where the wavelungt'h equalS the circunferencw.

287
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SUM PATTERN OF 4-ARM HIRE AT 2 GHZ

00? 1.4 2t,,TO 4,0 1-0 b0 .0* 2.3 O

;-.

-L,

THETA'"
Figure 12. "

-.-.
0.'

Problems arose In• generating a difference pattern at the time of r

ii..=

this writing.
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CHARACTERIZATION OF CUMBBELL SLOTS IN RECTANGULAR.

WAVEGUIOF. BY METHIiD OF MOMENTS

P. K. PAIRK AND I. P. YU

HUSHES MISSILE SYSTEMS GROUP, CANOGA PARK, CA.

ABSTRACT

Dumbbell slots are often used for an array to reduce their

resonant length, and hence, their internal and external mutual

coupling. The square dumbbell shunt slot shown in Figure 1 is

characterized by the moment method. As expected, the resonant

length is shorter than a conventional rectangular slot. Also.

OFFSET AX "" •

FREQUENCY - 10 GHz
CELL SIZE - 0.0*
ACCURACY - 1 X G

0ALL DIMENSIONS ARE IN INCHES

01~
DUMBELL SLOT

0.832 -WIDTH

j0, -..

0.129"-

Figure 1. Dumbbell Slot
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changing the width of the dumbbell slot has the same eff ect as

changing the length of the rectangular slot., However, for a small

offset such that a part of the dumbb~,ll Is across the center line,

chanqing the width of the dumbbell slot has little influence to

its admittance.

THEORY

The theoretical analysis of a dumbbell slot on the broadwall

of a rectangular waveguide began With in Integral equation for the

surface magnetic current J in the slot.

n x ,4nc(U) * Jucnx, f~ I r) Lf (rlr)
zz(1

Dumbbell
Slot

h (rlro)J dso

whereI4~1 (rlr) and I~)(rlr)
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are the magnetic Green's dyadic in the waveguide and free space

respectively. i.e.,

iC C
'h (r,1r) 1h 0 '2  aZ2 2ab

1 cos -- cos e • Iz-Z,I e
a aEn

(~)rlro I +. 2 a2 I -
.h 0k azJ 2irRzz i!i2

Equation 1 is reduced to a matrix equation via the

application of the moment method as follows;

Hifl(r) y J 1-.1 2.,... N4 (2)

where
(1) + Y (2)

ijL' ij,"

iij W [rh (r lro)* (ro)dro v 1.2

Slot

j" "-n k - (r3 )
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I1/eAj
T = if r is on subarea Mj

inc
and Y is an admittance matrix, J-,-u and Hi are the values of the

unknown magnetic current and the incident field, respectively, at

discrete sampling points, and Tj is a constant pulse function. The

unknown Jm- can be found numerically by inverting the matrix Yi.

Assuming the magnetic currents are found, the slot characteristics L

can be found in terms of the backward and forward scattering

coefficients (Bia, F10  defined as:

i N L
__ 1_ mz(i) cos fx sin fwfxiB10 :a"" • •- •-.-

2 ab i=1 6xz a 2a

0 10
jB1O(zi+Az/2.) -Jo1o(Z-AZ/2).)

-e (3)

-2.1. J m() cos 1_x sin waxiF10 =" a mza
2 10=i =

W11o 102 ab i=1 bxiAZ

esj BI(zi /2) Joi0(z-Az"

The admittance of the shunt slot can be related with the back

scattering, coefficient as:

2 BIO
*Y/G 0  - (4)Y/o I + BIO•L..

1+10
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-i NUMERICAL CA' CULATION

Computations were performed for a dumbbell shunt slot fed by

a rectangular waveguide. A nonstandard X-band waveguide (0.832 x

0.1 inch internal dimensions) with zero wall thickness was chosen

- to test this approach. Figure 1 shows these general details. The

size of the square dumbbell was 0.129,x 0.12 inch and the cell

height, 0.01 inch. Dumbbell slot admittance versus slot width is

i plotted in Figure 2. Regular slot admittance versus slot length

" - is shown in Figure 3.

As expected, a reduction of the resonant length was observed

with dumbbell-slots, as illustrated in Figures 2 and 3. Also, the

S'width change of the dumbell slot has the same effect as the length

"change of the rectangular slot. However, for a small offset, the

width change of the dumbbell slot has little influence on the

admittance as shown in Figure 2. This phenomenon occurs because

the effective dumbbell size is reduced since a part of the dumbbell

crosses the center line of the waveguide, and the resonant length

Variation as a function of slot width issma'l for a smali offset.

Experimental results will be presented at the symposium.

•-C
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Hughes Aircraft Company,
El Segundo, California
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Abstract

In many adaptive-array designs the adaptive algorithm is

implemented digitally and the element weighting is quantized. The

error incurred when quantizing element weights gives rise to a

degradation in the dynamic range performance of an adaptive pro-

cessor. This phenomenon was studied with an experimental adaptive

array that implements the least mean square (LMS) algorithm.

Quantization effects on the dynamic range of the adaptive proces-

sor were measured, and a theoretical relationship between quanti-

zation and dynamic range is formulated.

1. Introduction

Figure 1 shows a block diagram of the experimental adaptive

antenna that was used to study the effects of quantization on-

dynamic range. The front end consists of an array of up to seven

rectangular horns that receive S band signals. The output of each

horn is downconverted twice, to 30 MHz, where it is weighted in

amplitude and phase. The weighted signals'are then summed to form

the adapted output signal.

The LMS algorithm is used to modify the channel weights.

This algorithm requires the use of a desired signal. In any real

application there is never complete a. priori knowledge of the

desired signal, but some characteristics such as bandwidth and

center frequency may be known. Therefore, as an easily applied

criterion, the desired signal is defined as a bandpass filtered
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version of the output signal. The output signal and the desired

signal are separately correlated with each dovnconverted horn out-

put, and the result is converted from analog to digital form. A

microcomputer performs the 1HS calculation and modifies the weight

settings.

2. The LHS A2gorithm

The basic IMS algorithm takes the form

Wi(k + 1) = W4 (k) - ii•i(k) ilM (1)

where.

Wi(k) v weight of the ith element on the kth iteration-

= step size or loop gain, a constant controlling

stability and rate of convergence (p > 0)

tk

fik =, l E (k, ;),x i(C) dC

ttk

- correlator output of ith channel
tt

xi(t) - signal output of the ith element

(k, ) Wi(k) xi(t) - d(t)

d(t) = desired signal

H M number of elements in array

t - time
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It can be shown (1) that for v in the range

1 < (2)
P

where

P 
J x (i ' dI

i-l 0

that

urn
l-s i (k)l i 1,M

will converge to the optimum set of adapted weights. Values of v

greater than 1/P will cause 1Wi(k)I i - 1, M to increase without

bound for k - . InequaliLy (eq. 2) gives the upper and lower

bounds for P wben the variables in eq,. 1 are continuous.

In our experimental adaptive array, however, we quantize

W (k) i 1, M and (k) i - 1, H to 8-bit members. P is also

quantized, but to a 16-bit number, so, for all practical purposes,

it. can be considered continuous.

th,
If we define the change in weight for the i horn as

AWi(k) - W (k + 1) -,Wi(k) - -u *i(k)

then there are two possible wsys AW1 (k) - 0

1. *i(k) is so small that when quantized it is zero

2. *i(k) is not quantized to zero but P is so small that

A Wi(k) is quantized to zero
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k.

When case 1 above holds, the process has usually converged. Wher,

case 2 above holds, there is no adaptation. The second case above

sets a lower limit on the values U can assume.

Cr-rtider the first iteration of the LMS algorithm

(1) W i(o) - (o) i=. 1, 1."

AWi(O) Y - i() i = 1, M (3) j.

Assume that 0i(0) is large (corresponding to a high power jamming

signal not yet nulled) let

AW"(0) - the smallest change allowed by quantization for the

i
ith channel with the initial weight of W1(0)

As u is decreased, it can be seen from eq. 3 that JAWI(O)l

will-become smaller than the threshold value IAW'(O)I for all i.

If we pick the value u - u0 for which..AW (O)l - [AW'(O)t, assum-

ing the jth channel is the last channel for which JAW1 (O)

IAW;(O)'I as u decreases, then up is the smallest value p can

assume while still allowing the possibility of adaptation. We can

now rewrite inequality (eq. 2) with the new lower bound caused'by

weight quantization

U < (4)

Inequality (eq. 4) gives the range of p when the weights in eq. 1

are quantized. Wi(O) i 1, M. will1 not change if
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I(-

(0)1
Ii~j 0°I

and

k-- 1W (k)l i- 1, M

will become unbounded for u > 1/P.

3. Experimental Results

The parameter P could be set to a fixed value with the

adaptive processor's software. Testing was done to determine the

allowable range of values V could assume while maintaining the

systems ability to adaptively converge to an optimum set of

weights.

When testing, the signal environment consisted of, one Jam-

ming signal and one desired signal, each with a unique angle of

incidenci pith the array. The locations of the signals were held

fixed'for all tests. The weight vector was set to the same ini-

tial state at the beginning of each run, and values of u were,

tested to-see if they could make the weight vector converge.

After a range of values for P was found for a particular signal

environment, the power ofthe Jamming andodesired signals were

changed by the same multiplying factor. The adaptive range of u

was then determined at the new power level and the process

repeated. Several signal environments were tested at various

powerlwvels, and some typical results, are shown in Figure 2.
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The values of u between the two X marks at a particular power

are values that cause the weight vector to converge. Values of v

above the upper X mark cause the weight to become unstable, and

there is no adaptation when u is chosen below the lower X mark.

Since almost all of the signal power comes from the Jammer, the

measured values of v are plotted against jauming signal power

measured at the output of the adaptive processor.

With some approximations (see the appendix) the upper and

lower bounds or inequality (eq. 4) can be plotted. These bounds

are shown in Figure 2 as dashed lines. There is good agreement

between theory and experiment for power below -35 dB. The

deviation between theory and experiment at higher power is prob-

ably due -to the effects of the limiters that are placed in.the

feedback path to increase the dynamic range of the correlators.(2)

Their nonlinear characteristics are not accounted for in the

derivation.

4. Conclusion

Ideally, an adaptive processor should be able'to work for

any signal environment, regardless of power levels or incoming

signal directions. In the course of testing it was found that

incoming signal directions did not affect the system's ability to

adapt if the proper choice of u was made. However, allowable

values of u depend on, signal environment power levels as well as

weight quantization resolution, as can be seen by the inequality
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In theory, the dynamic range of the adaptive processor is

constant for fixed pi. This cats be seen in Figure 2. Horizontal

lines Gi constant) existing between the upper and lover dashed

lines are the same length. If the dynamic range of the adaptive

processor was large, which it is not in this case for fixed Vi,

then the system would be able to Adapt to varied signal environ-

ments without becoming unstable.

A few solutions to the dynamic range problem are to

1. Make W'(0) very small, which corresponds to fine vieight

quantization. This increases the dy'.tamic range for

fixed P.

2. Search for the proper value of p. A possible implemen-

tation of this would be to start with a very large.

value of pi and decrease it by Ali after every x itera-

tions. Eventually pi would reach the proper range,

provided-Ali was not too large.

3. Calculate o if Wf(O), (0,and P are known.

All three 'solutions will likely add to the time it takes for

the, system to adapt to the optimum set of weights.
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Appendix

Define a reference-power level

M -T

~ref T i ~()d
i-i

If %The amplitude of the signal'environment is increased by

<,then assuming the signal power is well above noise power, and

perfect system components

4 QfTcx2 (C) -ý cPre

0 d

We can also define a reference correlator output

Itk
S(0) f k (Ol x (r,) di L

Sref (,' ref i

K ft



Since d(t) is a bandpass filtered version of

W (k) x, (k)

We have, after increasing the signal amiplitude by~jTc

C (O, t) %FC
ref

Hence

tk+l
(0O) CJ c (O, dre

t k

c i 0 ref

Substituting into equality (4)

0~ (0) ~ cPJ ref ref

or

D + Cd D2
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where

D1 10 loglo
j ( 0 :ef

D - 10 logl o  (Y
ref

-d 10 log. 10 UY

C--
Cd 10 log1 o C

y - Dimensional normalizing factor

The upper and lower bounds for pdB are, respectively

ddB

P. dB -C dB + DI2

"--
1dB 'dB 1

T'tese two equations are plotted as dashed lines in Figure 2.

D I and D2 are chosen to best fit the experimental data.
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ANTENNA PHASE CENTRE MOVEMENT IN U.H.F.

RADIO POSITIONING SYSTEMS

J.M. Tranquilla and S.R. Best
Department of Electrical Engineering

University of New Brunswick
Fredericton, N.B., Canada

(506) 453-4561

ABSTRACT

Yagi array configurations such as are commonly used in UHF

electronic distance measuring (EDM) systems are analysed tO show

the antenna phase centre movement for any look angle. It is

shown that large phase centre movements may occur within ,the

antenna main-beam pattern and the movement of phaz.a centre is

directly related to the angular derivative of the polar radi-

ation pattern. A simple technique is proposed for qualitatively

estimating the suitability of any antenna for this type of EDM

"application and a complete-model is presented to evaluate the

error introduced for any transmitter-receiver antenna orienta-

tion. Extensive results are presented for 7- and 12-element

"Yagis such as are co monly used in the SYLEDIS UHF Radio

Positioning System.
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1. INTRODUC'TION

The radio positioning systems are becoming increasingly

.popular in such applications as near off-shore positioning (up to

a few hundred kilometers) since they offer the advantage of

over-the-horizon capability (which limits microwave systems) and

more-or-less terrain conductivity-independent propagation path

characteristics (which limits lower-frequency systems). A typi-

cal example of a modern (UHF system is the SYLEDIS (SYsteme

Ligere de DIStance) which operates at 420-450 MHz with stated

accuracy of +10 m at maximum range (two to three times line-of-

sight). Typical antennas used for maximum range are single and

stacked 7 and 12-element Yagis.

The major possible error sources associated with the oper-

ation of this system can be categorizad as propagation (path and

cables), electronic and antenna phase centre. Preliminary field

trials suggest that the uncertainty of the location of the

antenna phase centre (for both the transmitting and receiving

antennas) may be the most significant error contribution and may

also be most amenable to analysis.

The phase centre of an antenna is, for example in the case

of a transmitting antenna, the apparent source of ratliation. In

the far-field of the antenna (i.e. several wavelengths) the

equiphase contours of the radiating electromagnetic wave
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describe concentric spherical, shells (or portions of sperical

shells over defined angular limits) whose geometric centre is

at the phase centre of the antenna. Of course, any "distortion"

of the, spherical wavefront will lead to a movement of the phase

centre. This work considers the phase centre movement as a

function of frequency and look angle for a variety of commonly

used antennas.

Figure 1 depicts a typical radio positioning application.

It is required to measure che distance AB between the beacon

(at A) and the interrogator (at B). The transmitting antenna

at A is permanently pointed in the direction AA'. The receiving

antenna at b is not pointed along BA, but rather along BB'

'rhich still has sufficient gain at this off-boresight angle to

ensure signal reception. The location of the phase centers C

and D of the transmitting and receiving antennas respectively

are uniquely defined (for a fixed frequency and a particular

antenna) by the angles *and which are the'angles between

the antennas 'axes (AA' and BB') and the inter-phase centre line

(CD). Of course for each position of the interrogator the phase

centers take new positions and hence the angles land 0 are

different. The distance measured by the equipment in this

configuration will be CD which is an erroneous measure of the

required distance AB. Thus if A and B are far removed such
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that AB is very much larger than the antenna dimensions:

AB AO + BO

CO + AC COS(8 2 + 42 + DO + BD COS(e 1 + f1)

SCD+ AC COs(e 2 + 2 ) + BD COS(eI+, 1 ) (1)

where the distances AC and BD are functions of the bearing angles

f' and 1' respectively and must be determined from an analytical

model of the specific antennas. Unfortunately in most (if not

all) positioning applications the angles f and 42 are never

determined and hence corrections cannot be made. The problem is

aggravated by the fact that phase centre movement may be a

sensitive function of these bearing angles.

2. ANTENNA MODEL AND PHASE CENTRE

Figure 2 shows a Yagi array consisting of a driven element,

a reflector element and several parasitic director elements. The

antenna is described mathematically by a system of equations

relating the dipole base currents to the dimensions of the

antenna. The base terminals of each of the parasitic dipoles

may be considered to be short-circuited since the elements are

normally constructed of a single piece of metallic rod. The

base of the driven element may be modelled by a voltage or

current source with source impedance. The voltage equation at

the base of the driven dipoles is then
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N
V- ZI + Z I n an integer (2)

n;D

where N is the number of elements in the array, D is the element

number corresponding to the driven element, VT is the driving

voltage at the dipole terminals, ZDD is the self-impedance of

the driven element referred to the base, ID is the driven dipole

base current, Z is the mutual impedance between the driven
Dn

dipole and the nth element in the -array referred to the base and

I is the base current in the n th element. For each of the
n

parasitic elements the voltage equation will be of the same form

as (2) with the excitation term on the left-hand side set to

zero. Thus we may express the system of voltage equations in'

matrix form ,as

V ZI

from which

I- z v (3)

where Z is the impedance matrix, I is the unknown base current

vector and V is the source or excitation vector which is zero

except at the driven element where the voltage is arbitrarily

set as 1.0 volts. The terms in Z are given by
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hU
-30 csc A csc Bh f [sinO(h IzI)"

Zl -h-h

-j-- -j + 2j cosh hn ]dz (4)

where the dipole dimensions are shown in Figure 3 and the element

current is taken to be the filamentary dominant sinusoidal 1

distribution given by

maxIn(Z) Ian sinO(h - IzI) (5) ,

where B is the free-apace wave number 2w/X. The self impedance

terms in (4) are computed by setting d equal to the element

radius. Solving (3) for the element base currents thus permits

one to compute the far radiation field of the array, thus

N hn
E Z f I"' sin(hn -l'i ex(-Jkr)

n-l -h n .
-)p r

exp(-Jk r d sine sine) exp(jkz cosO) exp(jwt) dz (6)
rni .m

This expression for the electric field is a complex quantity

which includes all the phase as well as magnitude characteristics ,

of the field. Let F(*, f) be the phase quantity associated with
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(6) where i is an angular variable which describes the "look -

angle" or "aspect angle" of the antenna and f is the frequency

variable. If there exists an origin v-hich reduces F(*, f) to

a constant then this origin is said to be the phase centre of

the antenna. Since this definition of phase centre depends

upon polarization and the plane which rontains the angular

variable 4. these two quantities must be specified whenever 'the

concept of phase centre is used. In this work the principal e

and f planes (or E and H planes respectively) are of interest.

For most antennas the phase is a function of * whatever the

origin chosen, but over a limited range of * there may exist a

point p such that F(*, f) is practically constant. If p is

chosen as the phase centre for a given aspect angle 41, then the
p

range of 4 for which the fixed point p can be used as the phase

centre will depend on the allowable tolerance on F. To find

the point p use is made of the evolute of a plane equiphase

contour. The evolute is the locus of the centre of curvature of

the contour, and the centre of, curvature corresponds to the

location of, an origin which leads to no change in the phase

function over an increment A*. The knowledge of F(*, f)'as a

function of 4 for any origin near the antenna is sufficient to

determine the evolute of a far-field equiphase contour.

In the coordinate system of Figure 4, 0P - 4 is the distance
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from the origin to a point on an equiphase contour S. The ray K.

DP is normal to the tangent line of S at P, therefore DP must

pass through the centre of curvature. Using the development of

Carrel the displacement of the phase centre can be

approximated by

di F(4Ii + AO) F(Yi) -

2w[cos(oi + A)i] (7)

where 4i is a given value of # and A* is an increment. As A#,

becomes small, equation (7) approximates the derivative of' F(#)

with respect to the variable 2w coso. Once d is found as a

function of *, rays such as DP can be drawn by setting y = 4.

The evolute of the equiphase contour is then the envelope curve

of the rays.

We consider the case shown In Figure 5 to illustrate the

features of. the' phase centre movement. Consider, the offset

distances di, d2 , d3 corresponding to observatibn angles * ,

*2' 413 respectively and let the rays Ri. R2V R3 be the distances .

from di, d2 , d3 respectively to the intersections with the

evolute contour. Let points A and B be the ray intersections of

ray pairs R1, R2 and R1, R3 respectively. If the angular ,

increments between *1, *2 and *l' 43 are small then points A and

B will be approximately on the evolute. The distance L can be
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computed between the intersection of any consecutive ray pairs

and the origin and tais distance will be a close approximation

to the straight line separation between the origin and the phase

centre at any observation angle.

LA + 2 + (x 3 tan* 2 ) 2  (8)

(d d
tan*_ 2 1 . .

x3 tan 1  01 and d2 negative to left of 0

tan*2

where the distances LA, LB are assigned to correspond to angles

2 and *1 respectively. Thus for any observation angle P Yne

may readily locate the phase centre by knowing Li and the

corresponding di.

In this work the field ,is computed at 1 degree angular

increments and L is calculated using each successive ray pair.

3. NUMERICAL RESULTS - 12 ELEMENT YAGI

This Section describes the radiatioa characteristics of a

12-element'Yagi having dimensions given in Table 1. The

computed swept-frequency front and back patterns are shown in

Figure 6 from which we select three operating frequencies to

illustrate the different types of phase centre benaviour:
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frequency point "A" (650 MHz) has moderate front-to-back ratio

with shallow sidelobe nulls; frequency point "B" (668.5 MHz)

has maximum front-to-back ratio with very deep sidelobe nulls

and frequency point "C" (754 MHz) is a resonance which is

characterized by scalloping of the main lobe and high side and

backlobes. This last point is chosen to illustrate the effects

of resonant behaviour and, although the antenna would not

normally be operated at its extreme bandedge as in this case,

it has been shown3'4 that similar resonant behaviour may occur

thoughout the passband under various conditions. Figure 6 shows

the polar H-plane radiation patterns at these three frequencies

of interest and Figure 7 presents the distance L as a function

TABLE, 1 Yagi Dimensions

No. of elements N - 12

Reflector element length 2h1 2  23.6 cm,

Driven element length 2hlI = 21;5 cm

Director element length 2h 1* 2h 1 0 -18.5'cm -

Element radius a - i.5 mm

Director element spacing d - 9.4 cm

Driven element-director element 'spacing d = 6.0 cm
10

Reflector element-driven element spacing dll = 7.8 cm

Design frequency " 670 MHz

320'
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of angles for these same frequencies.

At 650 MHz and 668.5 MHz the phase centre at boresight

( 90*)' is located approximately 0.6 m back from the front

element along the array axis. As the observation angle (4)

moves off boresight the phase centre veers off the antenna with

the distance, L, from. the front element remaining nearly

constant with the 3 dB beamwidth of the antenna. As the off-

boresight angle increases L may rapidly increase to tens or even

hundreds of meters. At the resonance f'equency (754 MHz) the

phase centre distance L varies rapidly even within the 3 dB

beamwidth. Of particular importance are the rapid changes in L

which correspond to the polar pattern null positions where a

cusp normally occurs in the evolute. Upon closer examination

we note that th&e magnLtude of L is related to the angular

derivative of the polar plot and hence deep nulls, where the

angular drivative of the pola pattern is large, are

'characterize., by large values of L (Figure 7). Furthermore,

sharp nulls have nearly disco tinuous angular derivatives

resulting in a cusp in the ev lute. When the angular derivative

is small such as when the main lobe is very broad and "flat"

then value of L is correspon ingly small.

4. '.UMERICAL RESULTS - ANTE NAS USED IN SYLEDIS 3YSTEM

We consider now 7- and l -element Yagis which are in use
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in tL 3YLEDIS radio positioning system. Antenna specifications

are given in Table 2 and the swept-frequency responses are

shown in Figure 8. Polar H-plane radiation plots are also

given at the system operating frequency 432 14Hz. Since the

TABLE 2 Yagi Dimensions Used in SYLEDIS System

No. of elements N = 7 (or 12) L

Reflector element length 2h 7 - 35.0 cm (2hl 2  ; Z5.0 cm)

Dri, a element length 2h 6 - 30.0 cm (2h - 30.0 cm)

Director element lengths 2hI = 27.5 cm L

2h 2  2h 5 -30.0 cm (2h 2  2h 1 o -

30.0 cm

Element radius a - 3.0 me

Element separation d1 - 15.5 cm

Sd2 * d5 i14.5 cm (d2  1 d1 0 -14.5 cm)

Id6 -10.2 cm (dll -10.2 cm)

antennas are normally vertically polarized in use we consider

only angular movements in the H-plane of the antenna. The

7-element array has a +26* 3 dB beamuidth with a first null

52* off boresight. The 12-element array has a +16.5* 3 dB

beamwidth with a first null at 32V off boresight and a much

deeper null at 63° off boresight. A plot of L over one angular
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quadrant (0 = 0 - 90*) for each antenna is given in Figure 9

from which several observations may be made:

i) for a 7-element array L remains nearly constant (approx.

0.4m) over the 3 db beantaidth however for the 12-element

array L changes rapidly within a few degrees of bore-

sight;

ii) both arrays showed large rapid phase centre movements of

the order of tens of meters over the quadrant;-

iii) the phase centre of the longer array veers off the

antenna more rapidly than for the shorter array due to

the sharper main lobe with nulls nearer to boresight;

iv) although both arrays have well defined nulls off bore-

sight, longer arrays tend to have much sharper nulls

(hence larger angular derivatives and discontinuities

in the angular derivative) with corresponding large

phase centre movements;

v) for both, arrays the general features of the "L vs.

angle" curve can be readily predicted by observing the

polar radiation pattern and visually ,estimating the

relative size of the angular derivative of the plot,

particularly noting the occurrence of sharp nulls;
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- vi) regardless of the array length there is no single range

"correction term which can be of value in field service

short of calculating the exact phase centre location ior

each bearing angle and frequency.

5. ERROR CORRECTION

Phase centre movements inevitably result in errors in

distance determinations since the electronic equipment 'simply

gives a readout proportional to the phase centre separation

between 'transmitting and receiving antennas. In practice, an

"initial "calibration" reading is often taken over a path of

known length and the instrument reading is manually "corrected"

to give' zero error. This same correction is then applied to all

subsequent readings and is intended to account for fixed phase

delays in cable lengths and electronic circuitry as well as

any propagation effects which may be present. It also includes

*"any phase centre displacement, which was present in the calibra-

tion procedure. Referring to Figure 10(a) we have an

' ' interrogation site at A using a directional antenna whose phase

centre can be computed for any look angle and a beacon at B

which, for simplicity of discussion, is assumed to have' zero

phase centre displacement for all angles in the observation

plane. The following discission is easily adapted for any

combination of interrogator-beacon antennas if this assumption'
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is invalid. The calibration reading is a measure of the

distance B - PCl (where PC1 is the phase centre at the calibra-

tion boresight look angle) and is "corrected" to give the known

I .distance AB. For reasons which will be discussed shortly it is

important that the calibration be done at boresight. When the

receiver, antenna is turned through the angle E to a new look

angle the instrument reading will change by the amount L' cos n

(assuming A and B are far removed) corresponding to the new

phase centre location PC2. A plot of L' cos n as a function of

(Figure 11) will thus indicate an "error" function normalized to

"" the calibration setup. If the receiver is then moved to another

observation site and the same initial calibration is used care

must be taken to ensure that the antenna bearing with respect

to the survey line is identical to that used in the calibration

setup. In order to use the "error function" curve to correct

the instrument readings it thus becomes necessary to record the

* 'antenna bearing (pointing direction with respect to the survey

"line) with each reading. If. the beacon antenna also exhibits,

phase displacement, as would be the case for Yagi arrays which

are typically used, then both antenna bearing angles must be

"recorded and a separate "error function" curve for the beacon

antenna must be available. Corrections for phase centre movement

must then be applied at both ends of the survey line.

-. '
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As indicated above the antenna bearing for calibration should

be boresight in which case the phase centre lies on the array

axis as well as on the survey line (Figure 10(a)). Then, as

discussed earlier, the change, in instrument reading indicates

the distance L' cos n. If, however, the boresight angle is not

used for calibration (Figure 10(b)) the change in instrument

reading corresponding to an angular antenna rotation & will be

given by L' cos n' with a resulting different of L'(cosn' - cosn).

"This discrepancy may become significant even when n' - n is

small since L' may become of the order of tens or even hundreds

of meters at some angles for the Yagis studied. The following

procedure is therefore recommended for obtaining and correcting

range data obtained from systems similar to the SYLEDIS system:

1. Perform a boresight calibration measurement over a known

path with known beacon antenna bearing. If the beacon

antenna exhibits phase centre movement, its "error function"

curves for both antennas must be used to correct the

readings.

3. For any changes in cabling, antennas or receiver the

calibration procedure must be repeated.

4. Since the largest range errors occur in the vicinity of

antenna pattern nulls, each antenna used in the system

should be accompanied by its polar radiation pattern in
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order that beam null readings may be avoided.

6. CONCLUSION

An analytical model has been developed to compute the

location of the phase centre of Yagi arrays for any antenna look

angle and this model has been used to calculate distance error

curves for antennas commonly used in the SYLEDIS system. Yagis

are shown to be unsuitable for uncorrected use in UHF radio

positioning system3 where wide beam coverage is required ,and it

is shown that significant phase centre movement may occur even

within the main lobe, particularly fcr long, high-gain Yagis.

Recommendations are made for a calibration and operation

procedure which would aal.ow phase centre movement corrections

to be made. A simple technique for qualitatively evaluating

the suitablity of an antenna for radio positioning applications

is presented.
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Fig. 1 Typical radio positioning setup with beacon at A, interrogator-at

B. Phase centres for beacon and receiver antennas are at C and D

respectively.
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APPROACH TO A SUITABLE DIRECTIONAL ANTENNA

FOR UHF RADIO POSITIONING APPLICATIONS
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• ° Department of Electrical Engineering
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(506) 453-4561

SABSTRACT
L

The phase centre properties of log-periodic dipole (LPD)

arrays are examined for suitability in UHF radio positioning

systems and are compared with phase properties of commonly used

Yagi arrays. LPD arrays offer gain nearly comparable to that

obtained from short Yagis, exhibit nearly 1800 main lobe coverage

with no front quadrant nulls,'and show very small phase centre

movement over the entire front hemisphere.
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1. INTRODUCTION

Modern UHF radio positioning systems such as SYLEDIS SYsteme

LEgere de DIStance) require beacon transmitters whose antennas

have sufficient gain to allow operation to several hundred

kilometers. Yagi antennas (either singly or in dual arrays) are

commonly used, however, the phase centre movement on high gain

Yagis may lead tIo errors of the order of tens or even hundreds of

meters in distance determination 1• High gain Yagis inherently

exhibit narrow beamwidth with several sharp nulls in the polar

radiation pattern. It has been shown that the phase centre

displacement (as a function of observation angle) increases

dramatically with the angular derivative of the polar pattern and

hence yields maximum distance measurement error in the vicinity of

pattern nulls i. Equipment manufacturer recommendations often

include the warning that such antennas not.be used outside their

3 dB beam pattern which, for single 7- or 12-element Yagis commonly

used, restricts the user to. approximately 150 or 25*,respectively

from boresight. This is an impractical restriction since the user

would not normally know which of the possibly several beacons were

pointed toward haim and, therefore, would not know which readings

were reliable.

One solution to the problem is to make available to each user

the phase centre displacement "correction curves" for each antenna
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in the system and to record receiver-beacon antenna bearings

with each distance measurement. Data processing using known site

coordinates, antenna bearings and phase centre locations could

then be used to apply corrections to field readings.

An obviously more desirable solution would be to select or

design antennas which exhibit the required gain while also having

small phase centre displacement for look angles covering at least

the front hemisphere of the antenna. Log-periodic dipole arrays

are known to have moderate gain, broad front lobe coverage and-a

boresight phase centre which follows the so-called active region

of the antenna2

This paper considers the phase properties of a typical linear

array from which we may infer some basic requirements to produce a

stable phase centre. We then consider the case, of the'commonly

used Yagi to illustrate the extent of phase centre movement and

its dependence upon array length. Finally, we consider the LPD

array and compare the range errors obtained from it at look angles

in the principal planes with those obtained from a Yagi array.

2. PHASE PROPERTIES OF LINEAR ARRAYS

Consider an array of z-directed, parallel linear elements

lying'in the y-z plane as shown in Figure 1. The element spacing

is not necessarily uniform and d is the distance along the array
n

thline from the n. element to some convenient reference origin, 0.
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The complex current in each element may be represented as In and P

is an observation point in the far field. The phase dependence

of the fields at P due to the n th. element is then given by the

usual Green's function approximation

= -jkr -jk dnsinO sinOejkz coseO n (I.

where e represents the phase of the driving current in the nth

element and k 2W/X. Of course, these terms must be subsequently

integrated over the element length for the z-directed currents and

summed over all e'lements to give the final field result. Thus

the phase of the field, and hence the location of the phase

centre are dependent upon the element size, array length and view

angle. Ideally, for minimum phase centre movement, the element

factor exp(jkz cose) and the array factor exp(-jkdn sine sino)

should be as near to unity as possible. For. elements near

resonance the element factor cannot be adjusted, however, the array

factor can be minimized if the array size is reduced and

particularly if the dominant array currents are localized to a

relatively' small portion of the array at the operating frequency.

since compact arrays have inherently wide-beamwidth and low to

moderate gain we can see the conflicting requirements of phase and

gain performance.
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Yagis are travelling wave radiators on which an

electromagnetic wave is excited at the driven element, guided

along the director elements, and launched as a free space wave.

The length and spacing of the parasitic director elements adjusts

the phase velocity of the wave to nearly match that of free space

so that the antenna will radiate efficiently. The gain of the

antenna is dependent upon the length of the director guiding

structure so that high-gain Yagis have many directors and exhibit

several sidelobes and nulls in the polar radiation patterns.

Unfortunately, the increased length of the director segment

adversely affects the phase properties in (1).

3. LPD ARRAY MODEL

Figure 2 shows the LPD array with the network representatiol

2used by Carrel . Following Carrel's well-known development, we

may solve the matrix equation

I (U + YF 9A)IA (2)

for the element base current vector I where I is the excitation
A

current vector, YF is the feedline admittance matrix, 9A is the

element impedance matrix and U is the' unit vector. Once the

element currents are known, the radiated electric field may be

computed as
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N N-1
E =E $exp(-jkr)exp(-jk sin6 sin E a.

n. I"

n [cos(kh cosO) - cos kh n (3)
sine

where r,-12(N ohms and the element current is taken as the dominant

sinusoidal mode described by

I (a) - n sin k(h - Izl) (4)
Sax

The expression for the electric field in (3) is a complex

quantity which includes all the phase as well as magnitude

characteristics of the field.. Let F(*, f) be the phase quantity

associated with (3) where *is an angular variable which describes

the "look angle" or "aspect angle" of the antenna and f is the

frequency variable. If there exists an origin which reduces

F(*, f) to a constant then this origin is said to be the phase

centre of the antenna. Since this definition of phase centre

depends upon polarization and the plane which contains the' angulat

variable 4, these two quantities must be specified whenever the

'concept of phase centre is used. In this work, the principal

and planes (or E and H planes respectively) are of interest.

For most antennas, the phase is a function of whatever the
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origin chosen, but over a limited range of there may exist a

point p such that F(*., f) is practically constant. If p is "-

chosen as the phase centre for a given aspect angle i then the

range of *Pfor which the fixed point p can be used as the phase

centre will depend on the allowable tolerance on F. To find the

point p use ismadeof the evolute of a plane equiphase contour.

The evolute is the locus of the centre of curvature of the

contour" and the centre of curvature corresponds to the location

of an origin which leads to no cliange in the phase function cver

an increment Al. The knowledge of F(*, f) as a function of .

for any origin near the antenna is sufficient to determine the

evolute of a far-field equiphase contour..

In the coordinate system of Figure 3, OP r is' the distance ;'"

from the origin to a poin, on an equiphase contour S. The ray DP

is normal to the tangent line of S at P, therefore, DP must pass

t'.rough. the centre of curvature. Using the development of Carrel 2

the displacement of the phase centre can be approximated by

d F(* + A*) F(* ) (5)
-ifo •P +*) 3- cos i l r

1-1[cos(4, +A C 0

where 'i is a given value of 0 and A*P is an increment. As -p

becomes small, equation (5) approximates the derivative of F (ip)

with respect to the variable 2w cos P. Once d is found as a ,,
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function of,, rays such as DP can be drawn by setting y = '

The evolute of the equiphase contour is then the envelope curve

of the rays. We consider the case shown in figure 4 to illustrate 4.

the features of the phase centre movement. Consider the offset

distances d 1 ,d 2, d3 corresponding to observation angles * 2i]

Srespectively and let the rays R,, R2 , R3 be the distances

from d,, d 2 , d 3 respectively to the intersections with the evolute

contour. Let'points A and B be the ray intersections of ray pairs

R1 , R2 and R,, R3 respectively. If the angular increments between

' •2 and q, , 3 are small then points A and B'will be2 *3 
•

approximately on the evolute.

Tue distance L can be computed between the intersection of

any consecutive ray pairs and the origin and this distance will be

a close approximation to the straight line separation between the &.

origin and the phase centre at any observation angle.

Ln (X+ d) + (Atan2

tan~j

(d dtan*2 2 1

x tanl d and d2 negative to the (6)

Stan*2 left of 0.

where the distances LA, LB are assigned to correspond to angles
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and 4i respectively. Thus for any observation angle 4' one .

may readily locate the phase centre by knowing L. and the

corresponding d..

In this work, the field is computed at I degree angular

increments aud L is calculated using each successive ray pairs.

In electronic distance measurement applications the phase

centre movement results ,in a distance error as described using

Figtre 5. In Figure 5, the system is boresight calibrated over a

known path AB. At the boresight angle, the phase cen'tre of the

receiver antenna is located at C along the path AB. The

instrument reading is a measure of the separation between antenna

phase centres (BC) and the calibration procedure adjusts this

reading to give the known value AB, thus accounting for any phase

delays in cables -n,i electronic circuitry, propagation effects and

phase centre displacement. As the receiver antenna is turned

through an angle& from boresight the phase centre moved to C'

which may be uniquely defined in terms of the angle *measured from

the a-ray line. The angle 6 may thus be computed as the angle

between the line joining phase centres C - C' and the path AB.

The distance reading,. using the same calibration correction

described above, will thus be in error by the amount CC' cos 6 at

this off-boresight angle. Of course, for any antenna pointing

angle E the new phase certre C' and che corresponding angle
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Smust be recalculated to give the distance error. In this

manner an "error" curve may be produced to show the needed

correction at any antenna pointing angle. Care must be taken to

ensure that in the initial calibration procedure the antenna is

pointed along the path AB (thus ensuring that C lies on AB) or, if

this is impractical, that the off-boresight angle be measured and

r
the off-axis phase displacement be taken into account.

4. COMPUTED LPD ARRAY RESULTS

The LPD array parameters are given in Table I and were

selected to give midband operation at 432 MHz corresponding to a

commonly used frequency in the SYLEDIS system. Figure 6 presents

the polar H-plane radiation pattern and the computed straight

line distance L (from equation (6)) in both the E and H planes.

This array gives nearly + 900 front beam coverage with very small

phase centre movement compared with the performance of 7- and

12-element Yagis (figure 7). Itmay be noted that for comparison

purposed the LPD array length was chosen to be nearly equal to that

of the 7-element Yagi.

In Figure 8' the distance error curve for the lO-element LPD

array is shown for a 90* front quadrant. Also presented for

comparison are the error curves for 7- and 12-element Yagis

commonly used in the SYLEDIS system. The improved performance of

the LPD array is evident in that the distance error magnitude is

3.5
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TABLE 1 LPD Array Parameters

10 element LPD array

"t = 0.92

0.172

elem3nt radius 1.4 mm

"longest dipole length 0.395 m

longest element half-wavelength frequency 3S0 MHz

shortest element half-wavelength frequency 805 MHz

feedline characteristic impedance Z0  200 9

6 element LPD array with parasitic director extension

"0.92

0 ,, 0.172

element radius 1.4'mm

longest dipole length 0.363 m

longest element half-wavelength frequency 413 MHz

shortest element half-wavelength frequency 627 MHz

feedlirig characteristic impedance Z 200 a
0

parasitic dipole length 0,.239 m

parasitic element spacing 0.'091 m
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less than 4mm out to approximately + 600 from boresight and

remains less than 2.5m even at broadside angle.

In many positioning applications requiring maximum system

range a single antenna does not offer sufficient gain, and even in

shorter-distance situations maximum antenna gain is desirable to

avoid unnecessary signal loss due to noise. The LPD array, in

spite of its excellent phase performance, is not a high gain

antenna, however, its gain can be markedly improved by the

addition of a parasitic array al-ad of the LPD elements. The

analysis' of such a hybrid array closely follows that described in

this work with the addition of a 3et of equations in (2)

representing the voltage vector ... the base of the parasitic

elements.

We consider the case of an LPD array similar to that dEscribed

in Table I with the modifications that the longest and three

shortest elements are removed to reduce array length. This

affects only the array bandwidth which is of no consequence in

this application since the resultant operating band leaves the

array unchanged at the 432 MHzI operating frequency. To this "

6-element LPD array we then add up to a 6 parasitic elements

whose dimensions are given in Table 1. The polar patterns and '

distance errorcurves for several of these hybrid arrays are

presented in Figure 9. The effect of the parasitic extension is
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to increase the gain (up to 2dB in this case for 6 parasitic

elements) and.to decrease the beamwidth (from 1100 for no

elements to 74° for 6 parasitic elements, however, the distance

error remains very small (of the order of 1 Tn. maximum) out to the

first nulls on all of the arrays and all of the arrays offer

effective front hemispherical coverage which is not available

with Yagi arrays. Further addition of parasitic element, however,

" will lead to the development of front-quadrant nulls and larger

distance errors in the vicinity of these nullq.

5. CONCLUSIONS

An analytical model of the log-periodic dipole array has

been used to study the antenna phase centre movement and to

determine the applicability of this antenna for UHF electronic

distance measurement systems such as SYLEDIS. The LPD array

distance error is compared with that of 7- and 12-element Yagis

and it shown that the LPD array offers much improved phase

centre and beam coverage performance.'
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ABSTRACT

Modern day targets. used to exercise radar de-

tection and tracking otstens. frequently eaploV radar

augmentation systems to enhance their cross section

to simulate a larger vehicle. This results in im-

proved detection/tracking that is closer to op Ier-

ational scenarios. Since, detection and tracking

radars are frequency optimized systems, the radar

augmentation must cover the multiple bands in which

these radars operate.

A design was uiidertaken-to provide radar augmen-

tation. for a high performance target, in L. S. C and

X bands. This target' operates at MACH 3. to 80. 000

feet altitude, with flight times' to 300 'seconds, and

experience~s stagnation temperatures et the radome in

excess of 5000 F. Radar cross section levels.
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required. were used to d%,fine antenna gains and.

isolation levels.

The completed design consisted of pairs of. or-

thogonal antenna elements highly isolated so that

solid state amplifiers could be inserted t* 'provide

active augmentation. Crossed dipoles were used at

L-Band. yagi's at S-Band, and planar spirals. from

C-Band through X-Band. isolation levels varied from j;
25 dB to greater than So dB. over freqvency. to

achieve the required RCS levels. These isolations

were achieved in the presence of a nose tip mounted

pitot tube and associated heater wires.

The antenna elements were foamed into a single

module for environmental protection and. located in, an

A sandwich radome fabricated using polyiside resin.

The radon# electrical design was identified as criti-

cal to achieving high isolations and preventing

gattern breakup. Tho design also had ''to'meet rigid

structural and thermal requirements. The entire

antenna/radome nos* cone was formally qualified prior

*to the production, of 35 prototypes and subsequent.,

production of annual production purchases.

The design. it currently baing upgraded for in-

creased bandwidths to encompass additional radars

with polirizations changed to all circular to accon-
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modate target roll. The nodule design is being con-

sidered as universal for application to other targets.

1.0 REQUIREMN'TS

The requirements for the hibh performance target

were coutaird in a specification control drawing

prepared by the target manufacturer. These Lequire-

Rents included both electrical and structural re-

quirements.

1.1 Electrical

The electrical requirements ot the radar auguen-

tation system(s) are presented in Table 1-1.

The frequency requirements are presented by gen-

eric band and bandwidths. Polarization requirements

listed follow the normal polirizations in use by

operational radacs. Gain levels were not specified

but RCS levels were. Although + c450 overage was

specified off the target nose these angles greatly

exceeded actual require~mnts. This in turn was the

driver for the 900 beamwidth specified.

Tte amplitude ripple requirement was a system

design goal applied to the composite gain 'of the

transmit antenna pattern gain plus the receive

antenna pattern qaiut.

Power handling of each antenna element had to be
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TABLE 1-1

UMIn OF AUCMITATIOU SSTEM IEPUIWeXTS

Characteristic t ialts

Ban. L S,. C 1M) x1)

DanOvidth, S O 10.2 6.7 8.8 3.4

Polarization H V/I V V

"Cain, dli Ii.1(2) 1S U/S ViS U/S

Cover&*e Zone off Nose -450 .45-' +450 445

Amplitude tipple, db( 3 ) 3.0 1 0 3.0 3.0

Rtalf Powr 5 Moe. 90" 9'#0* 90"

Isolation, Win. 4aU 26 40 45 50

Power landlig, Watts CW I.e. 1.0 2.0 2.0

Vd Kax. 2:1 2:1 2:1 2:1

"NOTl; (1) ray be sevicwd by oue broadband antenna elesent for
both ba•cd

(2) Not spe' . &ed. Must be c€pat.ible with pattetrn and
IC re•quiremants.

(3) Grea for composito t-aus..a sad receiv' pattet-u
.1,., $System) ro WA!
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capable of handling a few watts generally derived

from, a solid state amplifier. Anteana VSWR levels

were required to be less than 2:1 to provide effi-

cient transfer of energy to/froo the, active ampli-

fiers to be used.'

1.2 Environment

The enviroamental requirements for the hiqh per-

formance target are summarized in Table 1-2. The

radoma antenna system used for radar augmentation

must operate during these conditions.

These harsh requirements led to two early design

conclusions. These were: 1) The artenna elements

must be foamed in place to survive the robust

vibration, shock and moisture (induced via altitude

cycling) requirements; and 2) The radoms must be

constructed using a high, temperature resin such as

polyimide to survive the expected surface temperature.

2.0 TARGEPT RADAR CROSSS~.

Active radar augmentation is achieved by re-

ceiving a sample of the radar energy inpurging upoa

the target via an antenna .a amplifying that R3

signal and its modulation(s), and retransmitting the

increased signal via an antenna Gt. It is obvious

that the antenna* G and G must be tsolated by
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TABLI -2:

UWIKM OF tICH PlUFOA•MA• TARGET IWYCMNT

Coed it i o Limit

u-"Te urature Altitude XIL-ftD-810C, Method 1-4.1,
Altitude 0-80,000 feet,
Temerature,400C to +710C.

Temerature Shock tIL-STD-S1OC, Method $03.1. -57-C
to +71oC.

Surf ace Temperatureo1 ) *2960C for S miutes, 57 lbs. at
STA 117.

Rlando Vibration MIL-STD-1SOC. Method. 514.2,
20-2w000 z at Wo a .04S2/Rz,
I bour each axis.

lhock NIL4-TD-8IOC, Method 516.2.
Procedure 1, half sine, 20S peak,
11 usec, 3 pulses each'direction,
aolon each major axis.

Acceleratiou MIL-STD-810C, Method 513.2.
±t9m, in I axis, ± aS it 7 axis,
±L 17, in Z axis.

Structural Loads(2) 220 lbs. at STA 118.7.

,OTIS: (1) tadom. surface

(2) Applied to radose as static test.
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an amount greater than the amplifier qain to prevent

the familiar using around" often observed in amateur

acoustic situations.

2.1 Radar Cross Sectioq

"The radar cross section taut of an antenna may

be defined on botesight as follows:

2 2
cant G a (2-1)

This reduces to:

Oant - .08 Gt Gr X 2 (2-2)

The total radar cross section of the target aT

can be expressed in terms of an amplifier gain which

is inserted between the 2 antenaas Gr and Gt-

"Thus we have:

OT- ant X Gamp - .08%2. Gr .Gt Gamp (2-3)

Figure 2-1 is a parametric plot of this func-

tion. *t is intuitively obvious that the followinq--__

equation expresses the stability requirement for

"active augmentation that Euit exist between amplifier

qain G and inter antenna isolation Itr toamp -
prevent oqcillations. Expressed in the more familiar
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and convenient 4B terms we have:

It-r > Gasp (2-4)

System margins of 3 to 10 dB were established to

ensure system stability. Figure 2-1 is based on

unity gains (0 dii) for both It and GC to Sim-

plify use. Thus if two 0 dBi gain antennas were used

at 300 M0Hz with a 414 dB amplifier gain a net radar

cross section of about .2 dB above a square meter

would tesult. To achieve the same 42 dB re r 2

cross section at 30 GHz would require an amplifier

gain of .54 dB and an isolation greater than 54 dB.

In the latter example, if the antenna gains were each

increased to +10 dBi then the required amplifier gain

would be decreased to only 34 dB.

3.0 ANTENNA DESIGN APPROACH

Antenna designs were sought that provided the

modest gains required to satisfy the pattern shapes

and which were capable- of meeting the minimum

" isolation requirements. Above all, low technical

risk solutions were sought..

* 3.1 Wechanical Constraints

The host target was 13.5 Inches in diameter

* having an oqive radone approximately 24 inches in
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length at the tip of which was installed a pitot tube

to determine static and dynamic pressures. These

pressures yere transmitted via high temperature

tubing through the antenna volume installed in the

base of the radome. Conventional thic t:alled. car-

bon loaded, neoprene hoses were found to be unsuit-

able due to induced pattern ripple resulting from

losses/reflections. Thin walled accordian teflon

tubing was electrically invisible but collapsed at

altitude.

The pitot tube and stainless steelnmounting base

constituted an axial obstruction. In addition, a

pair of No. 16 guaae wires had to be routed through

the antenna volume to conduct D.C. power to the pitot.

tube heater for de-Icing purposes at altitude. These

wires were found to couple strongly to the L- and

S-Band antenna fields in a manner that often reduced

isolations by 10 to 20 dB. The 'optimum location of

these wires was ultimately determined using empirical

methods.

3.2 Mechanical Packaaina

Although the entire volume of the radome was

available for the augmentation antennas only the aft

portion was utilized. The antennas were mounted on a

.090 inch thick base plate 8.5 inches in diameter and
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the elements foamed with a low density foam into a

cylinder approximately 7.2 inches in diameter by 4.5

inches long. A notch vas molded into the peeiphery

of the foamed cylinder for passage of the pitot tubes

and wires.

The cidome incorporated a molded flange of poli-

side glass inset about 3 inches from the radome base

in order to cleat canard actuator mechanisms. This

flange incorporated captive autplates for installa-

tion of the foamed antenna. module.

Figure 3-1 is an external view of the: 1) Oqive

radome with tip mounted pitot tube. 2) An unfoamed

antenna module, and 3) A foamed (potted) antenna

module showing passage ways for the pitot tube hoses.

Figure 3-2 is an interior view into the base of

the radome. Visible are the pairs of antenna jacks

for L-Band (31. J2., for S-Band (33. 34) and

C/X-Bands (J5. J6).'

3.3 L-Band Antenna

The antenna configuration selected. foe L-Band

was a pair of orthogonal dipoles operated approx-

imately .02 lambda in front of the aluminum metal

base plate. Each dipole was inclined at 450 with

respect to target vertical so as to intercept equally

either horizontal or vertical polarization. This,
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F IGUR4E 3-1 EXTERNL VIEW OF RADC3ME, &t*T)TTED
ANJTEB ASSEMBLY, AND POTTED
ANTENNA~ MODULE

F! GURE-3-2 AFT END OF RADOME BASE '40HOW!NG
ANTENNA~ COAXIAL OUTPUTS ANJD THE
PROV)ISIONS FOR PITOT TUBES AND
HEATER COI*JECTI aNS
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however, does result in a gain loss of 3 dB for both

ceceive and traneAi: With nearly coincident phase

centers this conLl•upration is capable of isolations

of 35 44 with minor adjustment. The presence of the

pitot heater wires, coupled strongly at these fre-

quencies. causes reduced isolations.

The dipole elements are fed using standard

baluns constructed of 0.141 inch diameter semi-rigid

tubing. These elements are clearly visible in Figure

3-1.

3.4 S-Band

Because of the increased isolation required at

this band. the aztenna elements were separated as

much as possible at the edges of foamed 7.2 inch

diameter. The elements themselves were orthogonal

linear elements, as in L-Band. each inrclined 4S5 with

the target vertical so as to receive/transmit, either

principal polarization (V or H). Because of the

anticipated 3 dB qain loss due to polarization. each

ante~nna consists of, a S element Yagi antenna fed by

means of .085 inch diameter seui-riqid coaxial

tubino. TV7 entire set of S elements. including K

driven element were printed 'on .020 inch thick 5870

Duroid. These elements show up as the trapezoids in

Figure 3-1.
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3.5 C/X Bands

At these shorter wavelengths advantage was taken

of broadband circularly polarized antenna, elements.

It was possi!le to use orthcgonally polarized (RHCP

and LHCP) unloaded planar cavity backed spirals to

cover both these bands. Such an element has a typ-

ical bandwidth ratio of 2.5:1 to the 0 dBli pointi.

These elements, as in S-Band are mounted at the max-

imum diameter available to systemize isolation. The

use of orthogonal polarizations contributed 7 to r-

15 dB to the isolation.

The planar spirals show up as the 2 cylinders in

Figure 3-1. They are raised off the ground plane by

short leniths of .141 inch diameter semi-rigid co-

axial cable so as to be in rouqgh"y the same aperture

plane as the other 2 hands.

4.0 RADOP2 DESIGN

At the outset of the program TECOM recognized

the need to control the radome characteristics

because of the electrical influence that would be

exected on antenna performance in terms of both

pattern and isolation responses. The success of the

program being t3ported was due in large part to the

early decieion by the target contractor to merge
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system respoasibilitles for both the augmentation

autennas and tne radome with a single contractor.

4.1 Jeflection Levels

As cited earlier TECOS proposed an A sandwich

radome structuxe that has proven to be successful in

the past for broadband coverage over these fraquen-

cies. Figures 4-1 and 4-3 present graphically the

difference ia reflection levels for a solid vs. a

sandwich. OWlAs is critical as reflection levels con-

tribute adversely tc isolation levels.

?or erample, examine both figures at 10 GHz at

an incidence angle of 450 and note -the reflection r7o•
VSWR. For the solid radome that is .05 inches thick

(inadequate mechanically) for perpendicular polariza-

tion the VSWR is 2.7:1 for a jLeturn loss of -6.8 dB

or 21% reflection. For a sandwich, consisting of .195

inch thick core and'.010 inch thick skins at the same

frequency and polari2ation the VSWR is 1.39:1 for a

return loss of -15.7 dB or 2.7% reflection., This

represer'ts a dramatic improvement of neatly 801 in

reduced reflection level.

4.2 Transmission Levels

Figures 4-2 and 4-4 in similar fashion shov the

differences ia transmission losses between a solid

and sandwich construction. Obviously. ftoo conser-
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vation of energy principles, the energy that is

reflected is not transmitted. Returning to the sane

point of 10 GHz and 1erpendicular polarization we see

that the solid radone has a loss of -1.4 dB (72%

transmission) vs. for the A sandwich a loss of only

-. 14 dB (97% transmission). All of the data pre-

sented in Figures 4-1 through 4-4 are th. results of

flat panel computer tuns. Actual measured values are

expected to vary somewhat as a result of variations

due to unknowns in manufacturing tolerances, exact

materials properties and the 2-dimensional model

assumed.

4.3 FgScication

Century Plastic vas selected to fabricate the

radomes of polyiside resin and fiberglass using a

female metal mold to hold the outer contour to the

precise ogive shape required by the aerodynamicists.

Century Plastics was selected becaust- of their

extensive demonstrated skills in the manufacture o.

other fiberglass products such as zadomes. antenna

covers and shaped surfaces such as CSC2 reflectors.

5.0 ELECTRICAL TEST RESULT

Based on, the initial design, first article test-

ing and subsequent production of prototype units, the
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electrical petrormance of the radoa*/antenna tour

band radar augmentation was established. Radar cross

section levels vere co.ftnred via measurements in a

government anechoic rauge as vell as through the

instruýauted flight tests.

5.1 Summary Performance

Table 5-1 is a summary of the electrical per-

formances achieved by the 4 band radar augmentation

system.

Note that the achieved bandvidths exceed the

requirements particularly for the upper 2 bands. The

bandwidth indicated is the least of the isolation.

pattern and VSWR - generally restricted'by the latter.

Polarization is intrinsic to the element chosen

for isolation purposes as discussed previously. Note

that the use of circular polarizations for' the upper

2 bands avoids gain sensitivity as a function of roll

position or polarization.

"Gains, in linear terms, meet the system require-

"menIts as doea coverage. Amplitude ripple at the

higher 2 bands suffers from pitot tub* blockage and

S-results in pattern scalloping.

Half pover beaawtdths are as expected for low

gain elements such at dipoleb and spirals.

* The isolation goal of 30 dS at L-Band had a 3 to

3a33,
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WUMAR Of, AM5AL AUMDThION SYS= U1OANK

Charoctert tle Limits

sand L S Czll (l)

saudidt 1 12 ss X--ss

Polarizatlon I/ V1/1 VYN/CP V/AJCIP

Gal., dalt *3(2) 43(2) .0 *5

Covtag* 2o* offo se Nose ±32 320 40e +3%9

1mplitude. Ripple. db( 3 1 2 .2.5 4 2-6

Salf Power VW, NU. Z65" X5o80 Z 7IS

Isolation, Nlas. da 27 43 so50 >55

Power Mandlin&, Watts CW >20 >. S . 4 Z4

Vst max. 1.9:1 1.6:1 1.7:1 1.6:1

NO=U: (1) Service by one broadband spiral for both bands.

(2) NetL gain@ to principal linear polarizations.

(3) Composite pattern ustnS transmit and receive
patterns.
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4 dB short fall. Exhaustive tests as to pitot tube

heater wire locations failed to exceed, in pCoduc-

tion. isolations better than about 27 dB vs. a

revised lialt of 26 dB.

Power handling of the selected configuration.

based on analyses, exceeded the requlrements in all

bands.

Measured VSWR data taken on each, antenna for

each of the prototype units resulted ii the maximum

values shown with the worst at L-Band and best at

I-Band as entered in Table S-1.

5.2 Radiation Patterns
Radiation patterns taken at bocesight. with the

cadone in place were taken at band centers for the

designated frequencies at L-. S-, C- and I-Bands.

V. The patterns follow as Figures 5-1. 5-2, 5-3 and

S-4. Note that for each frequency two patterns ace

plotted, one for transmit and one for receive. Thus

the Jack. nuaberings are L-Band (J3, J2). S-Bapd (J3.

J4), C-Band (JS. J61) and X-Band (JS, J6).

The patterns were all taken foe azimuth (yaw)

cuts at the polarizations noted. Pattern shape indi-

cates zone of coverage, ripple, and combined effects'

of the pitot tube and heater wire.
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FIGURE 5-1 L-BOND PATTERN FOR HORIZONTAL POLARIZATION
AZIMUTH CUT ; J m-- J2--

inA

FIGURE 5-2 S-BMD PATTERN FOR HORIZON L POLARIZATION
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FIGURE 5-3 C-BAO PATTERN FOR VERTICAL, POLAR! ZATI O4
AZIMUTH CUT I J5--- J6-----

FIGURE 5-4 X-BAND PATTERN FOR VERT I CAL POLARIZATION
AZIMUTH CUT I J5-- JE-----
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5.3 Receive-Tansamit Isolations

Each antenna module was tested a minimum of 3

times during the fabrication through acceptance

test. These tests occurred at the following stages:

1) After assembly and prior to foaming. 2) Post

foaming of the antenna module, and 3) After

installation into the radome as the final acceptance

testing.

Figures 5-5 thtough 5-7 are typical plots of

isolation measured on the completed assembly with the

antenna installed in the radoae with pitot bases and

heater wires in place - in its final configuration

just prior to'shipment.

Note that. the L-Band isolation, for 10% band-

width centered as shown. exceeds 'approximately 28

dB. At S-Band the isolation, for the 7% bandwidth

centered as shown, exceeds about 43 dB. For the

sweep that covers C- and most of X-Band the isolation

exceeds almost 55 dB across the entire sweep.

6.0 FORMAL OUALIFICATI(

One of, the radome/antenna four -band radar aug-

mentation systems was subjected to formal qualifi-

cation tenting prior to subsequent production

go-ahead and flight test of prototype units.
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FREQUENCY IN X FROM CENTER

FIGURE 5-5 L-BAND ISOLATION FROM JI TO J2

t389

• -t5• FREQUENICY IN X. FROM CENTER --.

FIGURE 5-6 S-BAND ISOLATION F:ROMI J3. To J4
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FRQEC INXFOMCNE

FIUR F-CTREQUENC XbND ISLTO FROM CJTE TO J6

6.1 Fozual Testing

All Itests were conducted in accordance with a

contractor approved, qualif ication test plan.

Requirements were as stated in Table 1-2 herein,.*

Pre- and poqst-testing to electrical requirements

were in accordance with the f irst' article provisions

NN

of the Acceptance Test Plan.

once formal qualification to environmental con-

ditions was, initiated the tests continued without a
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single failutre untii -all tests were completed.

Static load tests were conducted at TECOM with

all other tests conducted at Environmental Asso-

ciates, testing facility.

6.2 Surface Temperature

One test worthy of description was the radome

surface temperature test to 2960C. The radome'was

securely mounted with its axis vertical. pitot tube

up. and the tip loaded with a side. force. ...

To one side a I meter metal cubical shaped box.

lined with 4 inch thick batts of asbestos insulation

on each of all 6 faces, was electrically heated to

about 300C. The cube was metal'on only 5 sides with

,no bottom other than the asbestos batting.

When the box reached temperature it was raised

over the radome and dropped so that the pitot tube

pierced the bottom asbestos batting, exposing the

radome to the internal 3000C temperature. ,

System performance was monitored via continuous

measurement of S-Band VSWR for the 300 seconds.

S-Band was selected as being most fragile and nearest

to the foam surface.

6.3 Qualification Test Report

A formal qualification test report was written

and forwarded to the cognizant government agency. It
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vas subsequently approved.

Copies of this report may be obtained by inter-

ested parties having proper clearance and established

need to know.

7.0 FUTURz 1MPROVEPWNTS

A number of improvements are planned to the 4

band radar augmentation moduie as a result of service

and industry feedback.

7.1 Polarization

To avoid the possibility of gain drip with tar-

get roll to 1456 (e.g.. Zzom slant linear polari-

zation). the polarizations for both L- and S-Bands

will be changed to circular polarization.

7.2 Increased Bandwidth

To accommodate additional radars, the. S-Band

bandwidth will be increased from 6.7% to 21.5%.

The increased bandwidth required at X-Band of

20.8% is already available from the existing antenna

which provides continuous coverage from C- through

X-Pands.
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Design and Error Analysis for the
URlO Thermal Noise Standard

William C. Daywitt
Electromagnetic Fields Division

National Bureau of Standards
Boulder, Colorado 80303

AbstraCt

This 'note describes the design ard error analysis of a WR1O

thermal i-.zise power standard. The standard is designed to operate

at the boiling point of liquid nitrogen with a noise temperature

accurate to ±1 K.

6.,o

Key words: antenna efficiency; diffraction; error analysis;

millimeter wave; noise standard; plane-wave scattering matrix.

1. Introduction

'Over the penty years, the Electromagnetic Fields

Division of the National Bureau of Standards (,BS) has built a

number of coaxial and waveguid~e noise sore consi sti ng' of

siBngle-mode, unform transmission lines terminated i"n,

reflectionless loads. The accuracy of their calculated noise tern-

peratUres are typically 1% which-tends to degrade as the operating

frequency increases. The basic design is illustrated in fiure 1-

Where the termina tion and a portion of the transmission line are

iat trsed in a terminal -eseryoir at temperature Tm9 with the
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remaining portion of the line leading tothe output connectorat

rom• temperature To. The temperature distribution Tx of the line

is also illustrated where the r•om-temperature portion of the line

has a length i. Radiation.from the termination and the

dissipative losses of the line result in a noise temperature

Tn Tms AT (1)

where, for the idealized distribution shown.

S: AT a (2a't) (To - T*). (2)

The a.tenuation coefficient a' refers to the line at To, and the

equations indicate that only that portion of the line contributes

to the excess (in excess of thermal equilibriua conditions) noise

temperature AT.

The .largest source of error in calculating the noise

temperature by' eq (1) is the attenuation 2a'i, which is usually

estimated to an error varying frcm 10% to ,20%.' With this large an

error, it is necessary to keep the attenuation small (to maintain

the error in Tn less than 1M), implying either a small attenuation

coefficient a', a short transition length x, or both. In the

microwave frequency range and below, the attenuation can be kept

down with relatively simple engineering designs; but as the
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frequency increases Into the tillueter-wave range,. his becomes

more of a problem3 . In this higher frequency range, surface
=4

roughness also plays a bigger role 4 , causing an additional

increase in the attenuation.

Hot or Cold Output.
Reservoir Connector

.,mTerm inating 2
SI f ?o~a I___Loa

T In T 'I I
I. ..-..

S°I I
I II :I , , T I

ToI I
T T

0 x

Figure 1. Schematic diagram of a transmission-line, type noise
standard.

To circumvent the engineering difficulties, it was decided to

abandon the transmission-line type of noise standard in favor of a
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design incorporating a mi1limeter-wave horn antenna 'looking* at

an absorber of known temperature. The resulting antenna noise

temperature is close to the measured temperature Tm of the

absorber, with additional noise contributions from the dissipative

antenna losses, and from the antenna side and back lobes. This

type of noise source is not new, but its use as a primary

reference standard of high accuracy required the successful

resolution of two previously unanswered questions: can a useful

expression for the noise efficiency (defined in next section) of

the antenna with sources in its radiating near field 5 be found;

and can the.error caused by near-field excess radiation (in excess

of thermal-equilibrium conditions) enterinc the side and back

lobes of the antenna be estimatedT

The antenna noise efficie•ciy derivation described in the next

section and in a previous note6 is based upon the plane-wave

scattering-imtrix (PWSM) theory of antennas 7 . This efficiency,

because of reciprocity, reduces to the antenna radiation

* efficiency. However, in contrast to the usual definition8 of the

radiation efficiency, the PWS4 description reveals enough of the

structure'of the efficiency to permit a detailed calculation and

"" error analysis, of its mngnitude. The PW24 formalism is used

solely to derive an expression for the antenna noise efficiency

. and excess noise temperature with the cavity in the antenna

43.
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radiating near field, and to show how the efficiency can be

evaluated in terms of antenna far-field quantities.

Insights gleaned from the Uniform Theory of Diffraction

(UTD) 9 are used6 to eliminate the angle-dependent components of

the noise efficiency. The error Ircurred from neglecting these

"contributions to the efficiency is then estimated. The residual,

angle-independent part of the efficiency is estimated6 by

substitutirng the rectangular waveguide expression for the

absorption coefficient, changing the cross-sectional' dimensions to

conform to the interior dimensions of the horn antenna. The

waveguide expression Is used because of the nonexistence of

"pyramidal horn mode equations. An estimate of the error caused by

this substitution is also made 6 .

Effects of surface roughness on dissipative loss are

"reviewed6, and an attempt is made to clarify some disagreements

found in the literature 10 "'. A modified expression for the

corresponding noise efficiency is then determined.

Due to more intense fields in the waveguide portion of the

S"horn, dissipative loss is greater there than in the horn flare.

Consequently, the horn waveguide lead is made as short as possible

without introducing a significant amount of higher-mode

contamination in the antenna noise temperature. The minimum

allowable length is determined 6 along with an estimate of the

* . error due to these higher modes.
4, .
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The UTD is used6 to estimate the noise temperature error due

U to the cavity wall temperature being greater than the temperature

of the absorber, and to estimate the effect of multiple

"reflections between the horn and rear cavity wall. An upper limit

to the magnitude of the excess cavity noise is determined, and (by

examining multiple reflections between the horn aperture and rear

cavity wall) separating the total excess noise into a sum of

excess antenna and cavity noises is justified.

2. Antenna ,mise efficiency and construction of the horn

I. The antenna noise temperature Tn is determined from eq (1)

with a different excess noise temperature AT than that given in eq

(2) for transmission-line type noise standards. This new

"N correction temperature has the form

AT- (1-s, (To - Tm) (3)I

"for an 'antenna inside a reflectionless, isothermal cavity. , is

the noise efficiency, To is, the physical temperature of the

antenna, and Tm is the physical temperature of the cavity. An

equation for the efficiency, when the cavity is in the radiating

' near field of the antenna, is 'derived by use of the antenna

scattering matrix6 and the Clausius statement of the second law oi"

* thermodynamics 12 . The details of the derivation reveal that the
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cavity walls need not be strictly reflectionless, only that no

multiple ref'lctions take place between the cavity and the antenna

(an importa, distinction that is utilized In constructing the

standard).

One i&nerestlng and useful feature that comes from the

derivation is that the efficiency is the same whether the

radiating sources (the cavity)' are in the antenna' near or far

field. This result allows the efficiency to be more easily

examined with far-field quantities. The result is

I

Taii Pn(d (4)

In eq (41), a is the antenna solid angle, r is the radius vector

from the antenna aperture to the far-field point (r is the

magnitude), Pn(a) is the normalized power pattern where a stands

for the antenna pointing angles, WQ is the differential solid

angle, and rE(r) is the E.field pattern. The prime refers to the

real (lossy) antenna, 'the unprimed quantities belonging to the

same antenna with no losses.

j iIdeally, the pattern ratio in eq (4) could be measured, or

calculated from Maxwell"s equations, but the measurement is too

Inaccurate to be useful and the calculation is prohibitively
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difficult. However, since most of the loss comes from the

waveguide and flare portions of the horn6 , the efficiency is

easily calculated if losses from the remainder of the horn are

neglected. Figure 2 shows an isometric view of the horn designed

for the WR1O frequency band (75 GHz to 110 GHz) to take advantage

of this situation. Reflections from the waveguide-flare junction,

-1 .

Figure 2. Isometric view of the WR1O horn antenna.
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or throat, are minimized by Joining the waveguide and flare with a

circular arc of sufficiently large radius 13 , beginning at x, and

ending tangentially on the flared walls. A quarter-round (3

wavelength radius) matching section14 at the aperture, in addition

to a large aperture cross section15 , minimize the aperture

reflections. With multiple reflections interior to the horn elim-

inated, a wave entering the horn flare from the waveguide

maintains its TE10-mode configuration out to the aperture.

Before including the throat taper and the aperture matching

section into the design, and after choosing the E-plane aperture

dimension, Braun's equations 16 were used to determine the other

aperture dimension and the flare angles and lengths to insure

approximately equal E- and H-plane beam widths and a simple butt

joint at the waveguide-flare 'Junction. The waveguide length x,

was chosen6 to minimize the effects of higher modes (generated by

radiation incident on the antenna from the cavity) on the antenna

noise temperature. , Finally, a water jacket was included around

the waveguide-throat region to maintain this high-loss area at a

constant known temperature.

The calculated horn attenuation neglects the effect of sur-

face roughness on the losses, predicting a loss that is less than

the actual value. For an isotropically rough surface, the horn

attenuation coefficient increases by a factor K, which is

independent of position inside the horn--depending only upon the

401



roughness of the surface and the operating frequency. Furthermore,

it is reasonable to assume that K is independent of temperature.

These considerations imply that K can be determined by comparing

the measured and calculated (assuming no surface roughness)

attenuation for a waveguide section with the same surface rough-

ness as the horn. A picture, of the horn with the four waveguide

sections and quarter-wave short (94.5 GHz) used to determine K is

shown in figure 3., The horn was constructed by machining a

stainless-steel mandril to the interior horn dimensions, flashing

it with gold, and electroforming copper on top of the gold. After

Figure L~ WR1O horn antenna, waveguide sections, a~nd
quarter-wave short.
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electroforming and machining, the mandril was removed, leaving the

horn shown in the figure. The process was repeated to produce the

four waveguide sections with the same interior surface roughness

as the horn. Then, after determining K for the waveguide section,

the efficiency of the horn was calculated from

e 2fa'dz (5)

where the attenuation coefficient a' is a function of the dimen-'

sions and temperature of the horn at position z along the horn

axis 6 '. The integral is performed over the length of the horn.

Figures 4, 5, anc. 6 show the results of the calculations with

K 1. The attenuation coefficient a' for 75 GHz and 110 GHz is

plotted as a function of z along the horn axis, with, the waveguide.r

flange of the horn. at the origin. The waveguide portion of the

horn extends from z - 0 to z - 0.31, where the transition to the

flare starts. The aperture and the beginning of the quarter-round

matching sections are at z a 7.0, and the water jacket extends
from the flange to z 3.6. Figure 5 shuws the total horn

attenuation (the exponent of eq (5) with K 1) as a function of

frequency, leading to the excess noise temperature shown in figure

6.

40.3
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3. Construction and operation of the cavity

An assambly drawing of the WR1O noise standard is shown in

figure 7. The horn antenna is suspended at the top of the cavity

by a yoke (Items 18A end 188) that attaches it to a flexible,

beryllium-copper membrane (17) which fits loosely In a holder (7)

that ailows approximately 8 mm side motion. This motion, with the

flexibility of the membrane, permits the horn waveguide flange to _.

be connected to a radionreter without supporting the weight of the

entire standard, greatly reducing problems associated with flange

misalignment. The cavl'y consists of the yoke and membrane, the

siliron-carbide absorber (13), and the load holder (14). The

insiJe cavity walls are polished and gold flashed to reduce

thermal radiation from their surfaces. Two radiation shields (6C,

6E) help reduce the amount of external radiation entering the

cavity. The bottom portion of the cavity is immersed in liquid

nitrogen, allowing the liquid to leak trough the bottom of the

holder and be' absorbed Lt the silicon carbide.., The liquid level

Is main.ained between the maximum and minimum levels shown in the

figure. Millimeter-wave absorber (16) is inserted between the

bottom of the load 'holder and the vacuum flask (12) to absorb.

radiation entering the flask from outside the standard. 3,: using

this absorber, the radiation temperature17  of the radiation

entering the cavity from the flask area is reduced from

1407
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approximate!y 300 K to 2 K above the boiling temperature (77 K) of

the liquto. Once the flask is filled 'to the maximum level, it

takes approximately seven hours for the liquid to boi) down to the

minimum usable level. Figure 8 is a photograph of the completed

assembly.

The silicon-carbide absorber was manufactured from

commercially available grinding-wheel stock (grad P, grit C320,

vitrified bond, silicon carbide) by cutting the stock into

rectangular shapes and sharpening the ends. The pieces were then,

fastened together and the assembly ground to form the cylindrical

shape shown in figure 9. When inserted in the holder (fig. 10),

the cohesive action between the silicon-catbide particles and the

liquid nitrogen draws the liquid up into the wedges, allowing the

liquid to boil off on the wedge surfaces. With this technique,

the temperature of the radiating surface of the absorber is

maintained at the boil-off temperature of the liquid nitrogen to

within 0.2 K, Independent of the level of the liquid in the flask.

4. Results, e• o , and conclusi

Equations (1), (3), and (5) are used to calculate the noise

tb-vperature Tn of the standard, where Tm is the measured

temperature (liquid nitrogen boil-off temperature) of the

"absorber, TO is the temperature of the horn antenna (room

temperature), a is the noise efficiency of the horn, K is the
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roughness factor, and a' is the absorption coefficient at position

z along the horn axis. Six possible sources of error accompany

the use of these equations: (I) higher-mode contamination of the

noise temperature, (ii) multiple reflections between the horn and

rear cavity wall, (iii) wall temperatures greater than the

absorber temperature, (iv) uncertainty in T., (v) uncertainty in

To, and (vi) uncertainties in the noise efficiency. These sources

of error are discussed below and sunmarized in table 1 along with

the resulting errors they produce in the output noise temperature.

The length of the waveguide portion of the horn was chosen ta

adequately filter out the higher waveguide modes generated in the

horn flare by radiation from the cavity incident on the horn. The

"calculations6 show, that for 0.31 cm, the residual contamination

amounts to no more than + 0.121 of the noise temperature.

Multiple reflections between the back wall of the cavity and

the, horn affect both the validity and magnitude of the correction

noise temperature in eq (3). Calculations6 show the discrepancy

in the magnitude to ,be insignificant, ndicating that the

assumption of a reflectionless cavity in the derivation of eq (3)

leads to no larger an error than - 0.05%.

The temperature of the cavity back and s de walls varies from

room temperature at the top of the cavity (fig. 7) to liquid-

nitrogen temperature where the side wall mee s the absorber. The

elevated wall, temperatures cause the noise emperature to be In
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excess of the load temperature Tm. The resulting error6 is no

larger than -0.10%.

The temperature of the absorber wedges was found to be within

0.1 K (the experimental error) of the liquid-nitrogen boil-off

temperature (which was measured with the same thermocouple). When

the standard is in use, the absorber temperature is determined by

reading the atmospheric pressure (t 1 m Hg) off a precision

barometer and converting to the boil-off temperature (t 0.14 K)

18via standard vapor-pressure equations8. Care was taken in

constructing the standard to insure a positive flux of nitrogen

boil-off gas from the enclosure, preventing contamination of the

liquid nitrogen by atmospheric gasses, and allowing the equations

to be used'to an assumed accuracy of 0.02 K. The total error

(0.26 K) in measuring the absorber temperature is the sum of these

three errors. This causes an error of less than 0.34% in the

noise temperature.

The temperature of the horn', reduced slightly by cooling from

the liquid-nitrogen boil-off gas, is determined by circulating

room-temperature water through the, water Jacket (fig. 2). The

water temperature is measured before entering the'horn by use of a

precision (1 i K) mercury thermometer, and the temperature of the

high-loss portions of the horn is depressed no more than 1K by

the boil-off gas,. The horn temperature error is, therefore, no
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larger than 2 K, causing an error of less than 0.02% in the noise

temperature.

Errors in the noise efficiency fall into two classes: errors

due to the approximations leading to eq (5), and errors due to

uncertainties in the parameters used in the equation. The first

class contains an error due to neglecting dissipative horn losses

beyond the aperture6 , resulting in a noise temperature error less

than a negative 0.01%; and an error due to the nonexistence of

equations describing pyramidal horn fields6 resulting in an error

no larger than 0.01%. The parametric errors are due to

uncertainties (t 0.0025 cm) in the internal horn dimensions, in

the slope versus temperature curve for the dc resistivity of the

horn walls (j 5%), and in the roughness factor K. The first two

result in noise-temperature errors of less than 0.01% and 0.06%,

respectively.

The roughness factor at 297 K was determined by comparing the.

mea;ured and calculated values of attenuation for the waveguide
• I.

sections shown in figure 3. Errors in the roughness factor are

due to -errors (t 0.0012 cm) in the measured dimensions of the

waveguide sections, and uncertainties associated with the six-port

miliitmeter-wave system19 used to measure' the attenuation. The

roughness factor was determined to be 1.14 (t 0.05) at 94.5 GHz,

wit., an error no larger than 0.06% in the noise temperature.
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The sum of errors in table 1 fur the noise-temperature output

of the noise standard is within 1%, showing that it is possible to

construct a precision horn/absorber type of standard, and, thus,

eliminate the engineering problems mentioned in the

introduction. Furthermore, this type of standard can be easily

duplicated at the higher millimeter-wave bands.

Calculations using the UTO show that, if the yoke and

membrane (items 17, 18A, and 188 i~n fig. 7) are removed from the

standard, the noise temperature increases by approximately 0.7%.

If, in addition, the aperture-matching quarter-rounds (the curved

sections on the horn aperture in fig. 2) are removed from the

horn, this figure increases from 0.7% to approximately 3%.

Therefore, the yoke and, membrane are needed to insure an

accurately known noise temperature.

Figure 10. Top view of the cavity.
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CONSTRAINED OVERLAPPING FEED ARRAYS FOR CONTIGUOUS

CONTOUR BEAM REFLECTOR ANTENNAS*
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Abstract:

Contour beam antennas with contiguous beams generally utilize

frequency and/or polarizaLion discrimination between the adjacent

beams for isolation purposes. When polariza.ion discrimination

is not possible and the frequency separation between channels is

small, isolation between the adjacent beam feed ports can be

achieved with a -3 dB loss in the overlapping feeds. An alterna-

tive to this approach, with less loss (-0.5 dB), may be achieved -.

by 'constrai ing' o&verlapping feed radiating elements which serve

both contigu us beams. If the number of constrained feeds N, is

*The research described in this paper was carried out in part by

..the Jet Pro ulsion Laboratory, California Institute of Technology'

under contr ct with the National Aeronautics and Space Adminis-

tration, an by TRW Sys~tems.
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equal to 2(P an integer), then physical realization of the power

dividing network is straightforward.

1. INTRODUCTION

Contour beam antennas with very close or contiguous beams

e,,.-erally utilize frequency and/or polarization discrimination

between the adjacent beams for isolation purposes. In some situa-

tions where polarization discriminatiun is not possible and the

frequency separation between channels is small, isolation between

the adjacent beam feed ports can be achieved with a -3 dB loss in

the overlapping feeds. An alternative to this approach, with less

loss (-0.5 dB), may be achieved by 'constraining' overlapping feed

radiating elements which serve both contiguous beams.

The feed array elements radiating into a particular contour

beam are excited with relative complex coefficients determined by,

an optimization procedure. This procedure finds a 'best' fit to

the contour beam according to a predetermined ' ost function'

which defines quantitatively what 's meant by 'best' fit. Gener-

ally, if M feed elements exist, there are 2M (M amplitudes and M

phases) real degrees of freedom to 'fit' the 'best" contour beam.

If N feeds (and beams) overlap, then (2M - 2N + 2')degrees of

freedom can be used instead with no power distribution (Ohmic)

loss in the isolation of the'two feed ports for each beam. The

constraining of the N feeds to only 2 degrees of freedom (1 ampli-

tude and I relative phase) permits no power distribution loss,

420
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but it does lead to a slightly inferior pair of contour =. -

lf the number of constrained feeds N, is equal to 2P (P an inte-

ger), then physical realization of the power dividing network is,

straightforward. Applications to direct broadcast satellite an-

tennas for the United States, Alaska, and Hawaii demonstrate

about a 0.5 dB average lo,.,s in gain over the region of the

slightly deteriorated conitour.

In this paper, we will demonstrate this method by the example

of a single polarization DBS (direct broadcast sat-ellite) antenna

design. This design utilizes an array of feeds radiating into a

paraboloid to produce time zone contour beams over the U.S.

2. DIRECT BROADCAST SATELLITE OVERVIEW

An overview of the direct broadcast satellite objectives,

should help to clarify how the choices of parameters for the an-

tenna design were made.

In Figure 1, we observe the general objectives of the system.

A DBS satellite itn equatorial'synchronous orbit supplies a down-

link tc all receivers in a broad gO.ographical area at about 12.5

GHz. The uplink, at about 17.7 CHz, supplies the satellite with

communications, television, information, -tc. The' uplink trans-

mitters may be located at one or more isolated locations as indi-

cated. We will consider an Albuquerque location.

The satellite DBS antenna is therefore required to supply.

coverage for several contoured areas at 12.5 GHz, and it is
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req kired to supply pencil or spot beams at one or more locations

at 7 7 GHz.

Typical continental Unitad States (CONUS) coverage 'contoured'

regions are shown in Figure 2. The Alaska and Hawaii spot

beams are considered part of the Pacific time zone (PTZ), while

Puerto Rico is part of the Eastern tire zone (ETZ). The Central

time zone (CTZ) generally will be illuminrved simultareous ly with

the ETZ. The Mountain time zone (MTZ) will generally be illumi-

nated simultaneously with the PTZ.

A single antenna design is to be used for all four zones.

The ETZ and CTZ will be illuminated when the satellite is located

at 1O1 W. longitude. The MTZ and ?TZ are illuminated when the

satellite is at 157* W. longitude. A single pnraboloid reflector

design is to be used for all four zones.

The time zone regions illustrated in Figure 2 are only approx-

iWated. Specifications if gain required is actually given for a

set of specific locations or cities within a given time zone.

However, it is required that the g3in coverage supplied by the

antenna will vary smoothly between cities in a given time zone.

In order to improve the gain within a time zone and the' iso-

lation between the contiguous time zones, the gain coverage is

expected to drop off as sharply as possible outside of the time

zone.
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* The actual variation of gain that is desired over a particular

zoue, for example the ETZ, will depend on two principle factors -

the rainfall attenuation (statistically) in the local (city) re-

gion and the required diameter or gain of the ground receiving

antennas. Generally, it is desired to keep the receiving ground

antennas as small and inexpensive as possible since large numbers

are expected to be installed.

Figure 3 illustrates some of thq above considerations for a

list of cities in the ETZ. The variation in required gain (of

the satellite antenna) over the ETZ, i.e., the&EIRP (dB), is

shown for two cases - 1) a constant diameter ground station of

0.9 meter, and 2) three possible diameters adjustable for each

position. A lower and more constant gain correction is required

if we permit larger (0.9 meter) ground antennas in those areas

with greater rainfall.

A brief study of the effect of the diameter of the spacecraft

antenna on ground coverage was also made. If the spacecraft an-

tenna diameter is larger, with resulting smaller beamwidths for

the pencil beams which will ultimately comprise the cdntpured

beam, the resolution of the contour beam should -eftner. Ulti-

mately, the contour beam will have zero gain outside the pre-

scribed region (ETZfor example) and the ideal maximum gain with-

in the contour. 'However, as pencil beams are scanned away from

"the optical boresight of a reflector antenna, the shape, gain,
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- .sidelobe levels, and polarization cnaracteristics deteriorate.

The deterioration increases with an increasing number of beam-

"" widths scanned-away from boresight. Hence, we would expect that

"* the performance of a contour beam antenna utilizing an array feed

generating coherent pencil beams would in fact have a peak or

". optimum performance diameter.

Our tests for results versus diameter were limited to three

diameters as illustrated in Figure 4. The more difficult ETZ was

used as a test case. A different 'optimized' feed layout was

* chosen for each case, that is, each larger diameter had a feed

array with more feeds or pencil beams composing the ETZ. The

"gain delta quantity in the figure is

Gain Delta - Gain (Actual) - GC (Gain Correction)

Thus we desire a uniform gain delta of maximum value-as an opti-

mum result.

We observe, in Figure 4, that not all cities have monotoni-

"cally increasing gain deltas with increasing spacecraft antenna

"" diameter. In fact, the increase of gain delta is negative for

some cities when the diameter is increased. There are more such

" negative increases when the diameter is increased from 2.44 meters

to 2.7 meters than when it is increased from 2.1 .etars to 2.44

meters. An optimum diameter may thus bt less than 2.7 meters.
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These teats were made with beams overlapping at -3 dB and at

-4 dB. Generally, a -4 dB overlap will yield the smoothest varia-

tion of gain delta within the contour for a triangular lattice of

beams. The use of a -3 dB crossover does occasionally permit a

better layout of beams to fit the contour with minimum spillover

outside the contour. Figure 5 summarizes some results for both

beam overlap values and three different reflector diameters for

the spacecraft'antenna.

3. THE REFLECTOR AND FEED DESIGN

The actual reflector aind array feed layout that was chosen

for the design was done so with consideration of several addi-

'tional constraints.

The use of the Intelsat V masterdie, for cost savings pur-

poses, led the chosen reflector diameter to be 2.438 meters or

,about 101 wavelengths. With the master die and shroud restric-

tions, the final offset paraboloid chosen is that depicted in*

Figure 6. The expected feed array is optically clear of the pro-

jected aperture of the-reflector for all beam scan positionr..

The feed array must now be designed with the following con-

siderations. The ETZ and CTZ will be illuminated from the satel-

lite positioned at 101'W. Longitude. The MTZ and PTZ are to be

illuminated from 1570 W. Longitude. Albuquerque, within the MTZ,,

is tp be used as the source for the 17.7 GHz'uplink. Most sig-

nificantly, a single sense of polarization is to be used for 'all
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zunes. Finally, the maximum gain possible is to be obtained at

a prescribed set of locations in each zone subject to a prescribed

gain correction (see previous section) vai1ation at each location.

Typical of the gain correction requi. •en'ts is that set of

corrections for the ETZ depicted in Figure 7. With the exception

of ?uerto Rico, the gain is desired to vary by about 1.8 dB over

the contour. These gain correction values are inserted into a

'cost function' for the Mini-Max computer programI which optimizes

the excitation coefficients of the feed array.

The plane of the feed array for each pair of time zones is

shown in-Figure 6. The normal to the feed plane points to the

center of the projected aperture of the reflector. This direction

is little different than the angular bisector tiat is frequently

used. It has been shown that this feed array direction is ap-

proximately optimum for small displacements of the feed elements

from the focal point.
2

The final feed layout'chosen is shown in Figure 8. There are

a number of significant characteristics to observe.

a) The East/Central (E/C) beams are configured'to the left

of the Mountain/Pacific (M/P) beams so as to approximately'mini-

mize displacement of a feed element from the, focal point (parti-

cularly for Alaska and Hauaii). This minimizes the worst case

beam distortion. The chosen boresight axis indicated on the fig-

ure is chosen with this in mind.
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b) A -4 dB beam crossover' is chosen for the E/C beams since

this crossover can be shown to give approximately the smoothest

gain surface in a triangular beam configuration. A -3 dB beam

crossover is chosen for the M/P zones, however, since these two

zones can be seen to be long and narrow (as viewed from synchro-

nous or-it) relative to the beamwidths available. The -4 dB beam

width crossovers thus would lead to greater spillover for the M/P

zones. Furthermore, the -3 dB crossover for the M/P zones leads

to a single beam overlaying Albuquerque (part of the Mountain

beam configuration).

c) Note that there is a 'line' of feeds for the E/C zones

which is common to both zones. Simi]arly, there is a 'line' of

feeds for the M/P zones which is commor. to both zones. It is a

severe constraint on the beam layout to configure these 'lines'

of feeds such that there is a minimum spillover beyond the bor-

ders of each zone. This constraint is all the mbre critical since

only one polarization is used for all four zones.

d) The fact that a single polarization is used and that there

is a 'line' of overlapping feeds in each pair of time zones re-

quires that the feed elements in these "lines' of feeds be fed as

one element. In other words, their relative phase and amplitude

have only two degrees of freedom (one amplitude and one phase)

even though several feeds are involved. In the E/C array, there

are four overlapped feeds so that their complex relative
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excitations must be (for orthogonality); Amp (Phase):

1 (67.5 deg), 1 (22.5 deg), 1 (-22.5 deg), 1 (-67.5 deg).

For the M/P zones there are five overlapped feeds so that their

relative excitations must be:

1 (72 deg), 1 (36 deg), 1 (0 deg), 1 (-36 deg), 1 (-72 deg).

Although other possibilities do exist, these relative values'were

found to be optimum since the constrained 'linear' array places

a 'linear' beam in an approximately useful location on the CONUS

map.

In Figure 8, we note that the 'optimization points' are speci-

fied by crosses and triangles (triangles for ETZ and PTZ, crosses

for CTZ and MTZ). A triangle designates the location of Albu-

querque within the MTZ. It is useful to have Albuquerque, the

17.7 GHz up link, approximately centered within the pencil beam

of a feed. This considerably facilitates the design of only one

12.5/17.7 GHz coaxial feed.

While it is possible to use feeds of different sizes, we have

found'it best to use a fixedtbut-minimum diameter, feed size for

maximum flexibility in laying out a feed array to cover the vari-

ous contours. The E/C array and M/P arrays are tilted indepen-

dently to best fit each contour.
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The constrained line of feeds for E/C and for MiP shown in

Figure 8, are placed in the layout so that there are a mininum.

number of such feeds. As stated in the introduction, we lose

(2N-2) degrees of freedom in obtaining the optimum feed excita-

tion if we have N overlapping feeds. It should be added that the

location of the required optimization points (cities) within each

zone precludes the possibility of having no overlapped beams in

the design.

Some optimization points, other than those initially speci-

fied, are needed and added so as to insure a smooth gain function

over the contour. They are not depicted in Figure 8. The gain

correction for such polnz is found by interp-dIation. One such

point, for example, is the eastern tip of Cape Cod, Massachusetts.

4. THE OPTIMIZATION PROCEDURE tND CONTOUR PLOT RESULTS

The far-field pattaLn of the feed array and offset reflector

is found with a Jaccbi-Bessel (JR) computer program. The JB

ser-es coefficients for each feed is computed'with a vnit excita-

tion coefficient. The field at all optimization points is then

computed. A 'cost function' is then devised which requires that

the optimization Fpint with the minimum gain delta be maximized

(the Mini-Max procedure). Variou3-additional constraints can be

placed upon the cost-function.

For example, we may require that the overlapping 'feeds of

Figure 8 be excited with a prescribed relative excitation as
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discussed early. Other possibilities include:

a) amplitude only is permitted to vary,

b) phase only is permitted to vary,

c) either amplitude or phase or both are allowed to vary only

over discrete steps.

We allowed continuous variation for phase and amplitude.

Another possibility is to constrain the overlapping feeds

with an amplitude taper in place of the equal amplitude excita-

tion which we have chosen (see last section). While it is possi-

ble to do this, it is not possible to design a power distribution

network to do this without loss.

The feed excitation coefficients were optimized for maximum

gain delta (with gain correction included) over each time zon.e

under two conditions;

.a) with no relative constraints between the overlapped feeds,

b) with the relative amplitude and phase constraint imposed

on the overlapped feeds..

All feed element excitations were allowed to vary in amplitude

and phase (except where constrained). Circular polarization was

used. F

Figure 9 illustrates the results for the Eastern time zone.

In Figure 9a, the resultant contour plot with the constrained

'line' of overlapped feeds is presented. In Figure 9b, the cor-

responding result with the unconstrained 'line' of feeds is
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presented. Note that the unconstrained array gives a better fit

to the zone. There is clearly more spillover for the constrained

result. In fact, the worst gain location for the constrained

results is as much as 1 dB worse than the worst gain location

(not necessarily the same location) for the unconstrained results.

This difference of between 0.5 to 1 dB between the ccnstrained

and the unconstrained results was fairly consistent for most of

the time zones. Figures 10, 11, and 12 present similar results'

for the Central, Mountain, and Pacific zones.

Alaska, Puerto Rico, and Hawaii are illuminated by spot

beams. The gain results in Figures 9-12 include the spot beams

as well as the gain correction considerations discussed earlier.-

The gain correction imposed varies depending on specific location

from -2.1 to +0.5 dB (except for Puerto Rico which is allowed a

-5.0 dB gain correction).

The spacing between ear i contour line in Figures 9-12 is one

dB, except below -35 dB where the spacing is 5 dB. The -35 dB

contour line is drawn more darkly. Note that the gain drops very

sharply outside this contoar. The -35 dB contour therefore'ap-

proximately delineates the outside shape of the gain pattern.. ,

Within the contour, the maximum point(s), is indicated by a .

heavy cross. Note that a gain variation is desired because of

the specified gain correction values.
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The difference between the constrained and the unconstrained

results in the 11TZ and PTZ contour patterns is much less than that L

for the ETZ and CTZ (see Figures 11 and 12). This can be ex-

plained by the fact that the constrained feeds radiate a team

which fits approximately into the desired contours.

These resulrq are summarized in Figures 13 and 14. Note that

these figures present worst case gain delta (Figure 13) and worst

case gain (actual gain - Figure 14). The beams for the M/P re-

gion have a -3 dB overlap as discussed earlier,, while the E/C

region has a -4 dB beam overlap. Also, the M/P region is illumi-

nated from a satellite location at -157* (157* W), while the E/C

region is illuminated from -101%-

The worst case gain: delta values for the constrained excita-

tion cases fall from about 0.1 dB to 0.9 dB below those for the

constrained case. The severest drop occurs for the ETZ, which iS

the most complex shaped contour. Since it is the gain delta which

is optimized by the Mini-Max computet program, the worst case

actual gain shown in Figure 14 could have a better constrained

result than unconstrained result depending upon the gain correc-

tion value for the particular worst case gain geographical -

location.

In Figures 15 through 18, we present the actual final complex

excitation coefficients for each feed array - ETZ,. CTZ, etc.

The excitations are presented both for the constrained and the
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unconstrained cases. The feed locations are presented relative

to boresight location in the plane of the feed array (therefore

Z = 0. for all f:eeds). The 'feed numbers relate to beam numbers

showrn in Figure 8.

The relative amplitudes and phases of the four constrained

feeds in the ETZ, for example, are fixed. The overall phase and

amplitude are allowed to' vary in the optimization algorithm. rn

other words, two degrees of freedom exist for the eight parame-

ters (four feeds). It is interesting to note that all excitation .:--

coefficients of the unconstrained array differ from the con-

strained array for the ETZ. This difference is not quite as

sharp for the CTZ (Figure 16), and less so for the MTZ and PTZ

excitation coefficient 'results (Figures 17 and' 18). This appears

consistent with the graphical results presented in Figures 9

through 12, and with the worst case results presented in Figures

13 and 14. The differences between the constrained and uncon-

strained results is greatest for the ETZ and, secondly, for the

CTZ. This is reflected in the result that' all excitation coeffi-

cients changed-markedly between the constrained and unconstrained p.

situations for the ETZ.

5. THE POWER DISTRIBUTION NETWORKS

Although this study required no hardware construction,'physi-

cal realizability was an important consideration.

3..
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With a set of beams overlapping for the E/C and M/P regions,

the power distribution networks for ETZ input and CTZ inputs must

be isolated; and, likewise, the power inputs to the MTZ and the

PTZ inputs must be isolated.

While there is sufficient separation between the frequency

communication channels for the ground station receivers to dis-

tinguish the channels, 'we have the restriction that the frequency

charnnels are too close for the microwave circuitry to distinguish L
channels (without adding very expensive and heavy filtering

equipment).

In the unconstrained case, ue allow the adjacent zones, for

example ETZ and CTZ, to be ijluminated by orthogonal polarizations.

In this case, the inputs to the two zones can be isolated, at one

frequency, by utilization of an orthomode transducer (or equiva-

lent) circuitry as shown in Figure 19.

For the constrained feeds, a different network is required

because in this case we must not assume that the ETZ and CTZ (for

example) are illuminated by orthogonal polarizations. Hence both

the frequency and the polarization for the ETZ and the CTZ are

assumed identical., As shown in Figure 20, an 'overlapped feeds -:

network' must be developed which will isolate the 'C' (CTZ) input

from the 'E' (ETZ) power input ports.

We prefer that this isolation be accomplished without loss.

It appeavs that two choices are available:
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1) Suffer a -3 dB loss for the four beams/feeds that are

overlapped in the E/C region, but thereby allow eight degrces of

freedom in the four complex excitation coefficients. This is

simply accomplished by using a magic tee (or equivalent) and dis-

sipating the power into the 'matched dissipative load' for both

the 'C' and 'E' inputs.

2) Constrain the relative amplitudes and phases of the over-

lapped feers to prescribed values so that no energy is lost.

We should note that method (1) above may be preferable to

method (2) for the ETZ/CTZ since the ETZ, particularly, suffers

moderate loss in gain due to the constrained excitation coeffi-

cients. Furthermore, a -3 dB loss in only four out of 17 (ETZ) or

16 (CTZ) feeds 'does not necessarily imply a greater overall loss

in gain delta than that obtained by constraining the excitation of

the four feeds. On the other hand, there are 5 constrained feed3

out of 19 feeds (MTZ) and only 14 (PTZ) which will suffer a -3 dB

loss for these two regions. Since the constrained excitation

--results for these two regions (M/P) do not-seem to suffergreatly

relative to the unconstrained results (see Figures 11, *_2, and r

.13), method (2) above appears attractive' for this pair of regibns.

When we constrain the relative excitation of the linearly

aligned constrained feeds (see Figure 8), we are in effect con- r

structing a linear array. In a sense, we want two isolated inputs

to ecite this linear array. A method for doing this which will
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also result in two 'orthogonal' beams radiated by this array is

discussed in reference 3. For the four feed (E/C) case, we can

obtain fout isolated inputs and four output beams. We need only

two isolated inputs and four output beams.

In Figure 21 we illustrate this power distribution network

for the four constrained f.eeds of the E/C region. The network

makes use of hybrid couplers. Each isolated 'beam p-rt' in the

figure (A, B, C, and D) generates an ortho-onal beam. Since we

need only two isolated ports (one for the ETZ and onc for the CTZ

in this case), we have chosen the two ports with conjugate phases

and beams steered a minimum from broadside. One port excites the

ETZ while the other excites the CTZ for this case. As discussed

earlier, this' arrangement requires equal amplitude excitation of

all four feeds. Shelton and Kelleher (reference 3) have shown

that a lossy network is required for obtaining an unequal ampli-

tude excitation of the four output (feed or beam) ports.

The 'lossless' four port hybrid coupler operation is depicted

in Figure 22. There are other physically realizable methods of

* constructing such a hybridin stripline or waveguide.
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RAINFALL CONSTANT 0.9 M DISH VARIABLE DISH (0.6. 0.75. 0.9 M)
ATTENUATiON 4dB)

CITY 0.(G M EIRP (dB) 0DISH SI (M), AEIRP 10)

MIDLAM FLOIDA 41. 0.0 0.9 0.0
TAMPA, FLORIDA 4.0 -3. 0.69 0.2
TALLAHASO S, FLORIDA 4.0 -4L2 0.9 -0.z
PENSACOL{A, FLORIDA 3.8 "0C4 (L9 "0k4

BIRMINGHAM, ALA•aW 3.6 "0.1 0.9 "47.1

NASHVILLE, T.E?"S SE ?-5 -L9 0. i -(L6
INDILANAPOUS, INDIANA L6 -3.0 ,0,6 0.0

DETRIT, M IC HIGAN L5 -3.1 0.6 111

BUFFALO, NEW YORK ,L7 -2.8 0,6 .403.

MASSENA, NEW YORK L5 -3.0 0.6 42
CARIBOU, MAINE L ! -3.4 ;.6 -t3
BOSTON, MASSACHUSETTS 2.0 -2.5 0.6 48
ATLANTIC CIlY, NEW JERSEY L9 -Z.5 0.6 4(5
PORTSMOUTH, NORT14 CAROLINA 2.9 -03 0.15 0.0
CHARLESTON, SOUTH CAROLINA 3.9 40,2 0.9 42
JACKSONVILLE, FLORIDA 4.1 -41 0.9 -1

Figure 3. Required EIRP Variation - Eastern Service Area

GAII 00ELTA GAIN DELTA GAIN DELTA A GAIN DELTA a GAIN OELTA'
CITY 2.2 widS) 2.436M - 2.7 IM W 2143 W - 2.2 M iWl 2.7 M - 2.43 MI (d)

MIAMII X36 37.03 X06 0.70 1.01
TAMPA 3S.33 39M 37.16 0.53 0.21
TAL LAHASSEE 36.90 36.11 37.71 -0.04 0.3
MON LE 36.32 36.3 37.16 0.4 0.n
*RM3:0HAM 31L.0 36.43 37.47 203 -0.36
NASHVILLE 36.33 37.81 37.1W 1.56 -4.73
INODANAPOLIS 37.,. .0 37.30 0.16 -0,41
DETROIT 36.32 37.30 37.20 1.34 -0.46
BUFFALO 36.0 36L20 37.16 1.64 -1.06
MASfENA 37.15 36.30 3I.14 -0.2 1.26
CARIBOU 3=.3 36.87 311.08 QG 2.21
BOSTON 3.02 3612 36.15 0.10 1.03
ATLANTIC CITY 37.1 37.M 3.3 -0.11 1.44'
NEWSERN 36,L 3X67 37,1611) 0.51 0-2
CHARLESTON. S.C. 37.67 30.22 37.34 1.66 -1."0
JACKSONVILLE 37.23 3X.82 37.71 1.53 -1.07
NEW YORK 31.3 3X.33 33L10 1.14 -0.23
CLEVELAND 37.44 31.02 31.1 0.86 0.a
WASHINGTON 37.81 ]a.13 36.81 1.24 -4.32
PITTSMURGH 37.73 • 5 3L.79 0.11 0.25
ATLANTA 37.27 3,6.6. 33.41 -&3' 1.48
CHARLOTTE 37.72 37.31 ' 2 0.02 0.94

CHARLESTON. W. VA. 33.22 37.2 36.82 -0.N0 236
EASTPORT .36.31111 36.1110) 37.16 0.50 0.30

AVE. * 37.10 37.74 30.07 AVE. - 0.34 AVE.. 0.34,

.0
1
)WOVST CASE (I1110MI0UMGAIN )DELTA) COMPUTER RESULT

Figure 4. ?3astern Service Area Antenna Gain Deltas (dB)

Comparison of Results for 3 Aperture Diameters
Using -3 dB Crossover
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BAMLET OVERLAP AT -3 dB SEEALET OVERLAP AT -4 dm

ANTENNA FOCAL MIN. AVG. RATIO OF WIN. AVG. RATIO OF
DIMETER LENGTH FEED NO. OF GAIN GAj U4 MSER OF FEED N4 OF GAIN GAIN KINSER OF
RAI QM) SIZE FEEDS DELTA DELTA HIGH4EST GAIN SIZE FEEDS DELTA DELTA IHIGHEST GAIN

IGMI Wo Wo tl DELTA CITIES 1C,.~IDELTA CITIES
TO TOTAL (N)4 TO TOTAL 1241

in 2in 3&n 13 3S.31 37.10 Sim4 3.3 11 36. 37.27 WN2

2A38 2.4W &2.60 If 3NM 37.74 SIN6 3.57 14 31.111 27301 WIN4

2.70 2.40 2186 17 37.16 NT Ism2 3.21 14 37.53 37.02 Um12

Figure 5. Summary Comparison of Results -Eastern Service Area-
3 Antenna Apertures

INTELSAT 7 MASTER DIE

PLANE OF 10.44
FEED ARRAY 410.496' 1.8

Figure 6. 2.438 Mtr. Reflector Geometry
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GAIN.

FEED NO. C CfY LONGITIE LATITE CORRCTION (dB)
I MIAMIIEIZ -K0.150 3.450 0.0
I TAMPAIETZ -M2.380 27.580 0.2
j TALLAHASSEEIETZ -64.300 30.300 0.4
4 MOBILEIE'Z -f8. a10 30.400 0.3
5 BIRMINGHAMIE1Z -6. 550 33.500 0.5
6 NASHVILLEIETZ -86.500 36. O0 0.3
7 IND IA NAPOLS IEM -t6.100 39.450 -10-
8 DETROITIETZ -a3.50 42.230 40.8
9 BUFFALOIETZ -1550 42..5) -0.6

10 MASSENA, N.Y. IETZ -74. S00 44.900 -0.4
11 CARIBOU, WIEIETZ -68.000 46.900 -0.2
12 BGSTONIE1Z -7L 050 42.200 43 "
13 ATLANTIC CITYIEiZ -74.300 39.300 15
14 NEWBERN, N.C.IETZ -77.000 35. 300 0.6
15 CHARLESTON, SCIE1Z -ft,000 3D 00 0.3 .
16 JACKSONVILLEEI7Z -&L400 30.200 0.6
17 NEW YORKIETZ -74.000 40. 70D -05
18 CLVELANDIE'Z -6L410 4LMO0 k8-
19 WASHINGTON, DCIETZ -77.000 38. X550
2D PITTSBURGHIE1Z -a0.000 40.260 -0.9
21 ATLANTAIE7Z -K4230 33.450 0.0
22 CHARLOTIE, NCIETZ -ft 500 35.AD0 0.2
23 CHARLESTON, INVIE1Z -IL 4W X8.230 L0
24 SAN JUAN, PRIE1Z -46.0 180 4. a

Figure 7. Typical Gain Correction (Eastern Cities)

BEAM LAYOUT

9.00
7.75 ,
7.50
7.25 .12C 13E SI

.0w 3M

7.00 11STCEN'A KAS S MUT1IPCI KM

6.75 C16

3.50
6.25 7C",C* x I Akv

z 6.00 0.*o 3
0- 5.75 2

w o, 5 .2 5 -6T .SG 4 T4
S5.00 " !

4.75

4.510 S <1S C,,25 N!.

10 ~ ~ igr 8. Be.amII LN1*W LyONIU DE3.00
0.00 0.50 1.00 1.50 2.00 2. 3.00 3.50 4.00 4.60 4.ý004.50 5.00 S.50 6.00 6.50 7.00 7.60

< 101 * SCALE > < 167* SC•ALE > .

Figure 8. Beam Lryout:.
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FIG. 3b
FIG. 3& EASTERN UNCONSTRAINED; EEDS

EASTERN CONS'. RAINED FEEDS 1.70

1.18

x 0.67

0.41 Q %4
SXx /40.15 t

C -0.11 "
> x

-0.71 -0.37
-062

'1 40
-3.00 -. 0-2.00 -1.!0 L.1.00 -0.50 0.00 -3.00 -2.50 -2.00 -1.50 -1.00 -0.50 0.00

AZIMUTH- EAST AZIMUTH-EAST

Figure 9. Eastern Constrained Feeds, Eastern Unconstrained Feeds

FIG. 4a FIG. 4b
CENTRAL CONSTRAINED FEEDS CENTRAL UNCONSTRAINED FEEDS

2.13 2.13

0.38

0.13 x0.13-

-0.1362.1

-0.87-0.87
-4.50 -4.00 -3.50 -3,00 -2.50 -2.00 -1.50 -4.50 -4.00 -3.50 -3.00 -2.50 -2.00 -1.50

AZIMUTH-CENTRAL AlIMUTM-CENdTRAL

Figure '10. Central Constrained Feeds, Central Unconstrained Feeds
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FIG. 5o FIG. 5b
MOUNTAIN CONSTRAINED FEEDS MOUNTAIN UN CONSTRAINED FEEDS

2.25 2.25 f

1.51.75 1.\ .

1.25 4
1.25 1.2525

0.
7 5

ti

z 0.7-1.75
0.50 A.0 1. A 2.025 .035 .3.0 05 .0 .020 .03035404

0.2U5MO NTI 0.25THMOU TAI

4 0.25 -. 5

0I.5 1.00 1. .~Id 50 2.00 2.50 3.000 3.0 75Z 4.50 0.70.01 .0250 3.00 3.5 53.00450

AZIUTHPACFICAZIMUTH-MOUNTIN

Figure 12. Pacifaic Constrained Feeds, Pacifain UncnstrainedFeds
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GAIN DELTA - GAIN (ACTUAL) - GC (GAIN CORRECTION)
CONFIGURATION #1 CONFIGURATION #2

(3dB OVERLAP) (4dB OVERLAP,

I0. 0 0I7 0II I7-1OlO -1570 -101° -157° •••-

RCP,/N\RCP RCY'\RCP RCVPA\RCP RCP,/~\RCP
C, E P M C E P M

* FEEDS 14 19 16 17 _ .
*OVERLAPS 5 5 4 4

CONSTRAINED dB 36.46 36.82 37.17 35.80

UNCONSTRAINED dB 36.57 37.29 37.'84 36.7 "- "

Figure 13. Worst Case Gain Delta's (dB)

GAIN DELTA - GAIN (ACTUAL) - GC (GAIN CORRECTION)
CONFIGURATION #I CONFIGURATION #2

(3MB OVERLAP) (4dB OVERLAP)

7/
-10I1 -157° -101° .157o

RCP./L\RCP RCY'/"\RCP RCP/'\\RCP RCP/^\FRCP

f FEEDS 14 19 16 17

f OVERLAPS 5 5 414

CONSTRAINED dB - 35.36 35.52 35.57 35.30

UNCONSTRAINED dB 35.49 35,80 36.46 35.80

Figure 14. Worst Case Gain'(Actual) dB
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CONSTRAINED AND
ORTH-_OGONAL TO ""_"'__

FEED LOCATION CENTRAL PHS UNCONSTRAINED

X Y Z AMP PHS AMP PHS

1 -2.262 4.852 0.000 0.349 76.7 0.509 37.8
2 3.557 -0.553 0.000 L000 12.5 0.813 25.8
3 2.215 -1.029 0.000 0.628 28.4 0.951 42.1
4 0.874 -L5(0 0.000 0.110 23.2 0.145 27.9
5 3.815 0.847 0.000 0.418 34.8 0.667 -10.4
6 2.474 0.371 0.000 0.531 27.3 0.787 27.5
7 2.734 L769 0.000 0.680 38.5 0.000 37.6
8 L652 2.695 0.000 0.250 36.7 0.10 28.7
9 3.297 -L953 0.000 0.478 -66.5 0.887 -39.7

10 L957 -2.429 0.000 0.586 5.2 0.895 14.4'
11 0.614 -2.903 0.000 0.435 44.0 0.558 24.9
12 3.037 -3.351 0.000 0.411 -32.9 0.462 -14.8
13 1.697 -3.825 0.000 0.213 3013 0L321 29.4
14 4.897 -0.078 0.000 0.543 67.5 -0.980 16.6 " -

15 5.157 L322 0.000 0.543 2?. 5 I-280 20.4
16 4.637 -L478 0.000 0.543 -22.5 10.653 -7.6
17 4.378 -2.876 0.000 0.543 -67.5 0.342 -9.3

Figure 15. Final Eastern Feed Coefficients

CONSTRAINED AND
ORTHOGONAL TO

FEED LOCATION EAST PHS UNCONSTRAINED

X Y Z AMP PHS AMP PHS

1 8.662 -0.054 0.000 0.167 -101.0 0.467 -73.8
2 7.320 -0.528 0.000 L0 - 37.7 L000 -36.8

5.980 -1.004 0.000 0.526 -69.1 0.581 -19.8
4 7.580 0.872 0.000 0.752 -47.5 0.849 -5L8
5 6.238 0.396 0.000 0.797 -45.4, 0.809 -40.1
6 6-497 1.796 0.000 0.220 -51.9 0.162 -5A 8
7 8&403 -1.452 0.000 0.302 -27.8 0.329 -52.0
8 7.060 -1926 0.000 0.720 -43.8 .0.937 -29.5
9 5.720 -2.400 0.000 0.946' 13.8 0.757 -13.1
0 8.143 -2.852 0.000 0.132 -109.0 0.055 -712
1 6.803 -3.326 0.000 0.859 . 3.3 0.832 -40.7
2 5.460 -3.800 .0.0 0.611 - 5.9 0.415 0.6
3 4.637 -1.478 0.000 0.855 -67.5 8 . 5
4 4.897 -0.078 0.000 0.,855 -22.5 0.997 -4. 8.
5 5.157 1.322 0.000 0.8K5 22.5 0.473 13.8
6 4.378 -2.876 1 .000 0.855 67.5 0.790 0.3

Figure 16. Final Central Feed Coefficients
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CONSTRAINED AND
ORTHOGONAL TO

FED LOCATION PACIFIC UNCONSTRAINED

X Y Z AMP PHS AMP PHS

1 -5.462 -0.08) 0.000 0.78U 34.1 0(886 -6.4
-6.687 -0k22 0.000 0.360 32.7 0.348 15.0

3 -6225 0.897 0.000 0.864 32.5 0.924 -20.8
4 -7.450 0. 724 0. 000 0.123 -32 0 0.126 -33.1

5 -6.986 1.872 0.000 0.956 16.9 L000 -5L11
6 -8. 211 1.699 0.000 0.550 -53.6 0.475 -46.7
7 -7.749 2.848 0.000 0.721 -14.1 0.805 -2L2
S 4. 701 -L 056 0.000 0.859 2L2 0. 781 13.6

9 -5.926 -1.227 0.000 0.613 38.6 0.561 -15.7.
10 -3.9A^ -Z.(01 0.000 L000 "5.6 0.946 10.3
11 -5.163 -Z-202 0.000 0.440 5.3 0.544 -54.5
12 -3.178 -3.006 0.000 0.898 -39.2 0.885 20.0
13 -4.402 -3.180 0.000 0.612 -L5 0.496 -. 7
14 '-Z-415 -3.982 0.OGO 0.417 -54.5 0.335 43.2
15 -4. 237 0.093 0.000 ,4 17.3
16 -4 998 L 068 0.000 0.685 36.0 0.819 -19.6
17 -3.477 -0.883 0.000 0.685 0.0 0.526 46.41
18 -2.714 -L858 0.000 0.6• -36.0 0.390 19.6"
19 -L953 -2.835 0.000 065 -7z.0 0.791 ..

Figure 17. Final Mountain Feed Coefficients

CONSTRAINED AND
ORTHOGONAL TO

FEED LOCATIONS MOUNTAIN UNCONSTRAINED

X Y Z AMP PHS AMP PHS-

1 5.714 -5.868 0.000 L000 82.2 0.963 167.7
2 6.90 3.617 0.000 0.873 95.1 0.829 30.5
3 -3.013 0.266 0.000 0.579 -38.4 0.054 48.0
4 -3.773 L241 0.000 0.207 -85.1 0.113 -33.4
5 -Z250 -0%711 0.000 0.533 12.5 0.527 - 12V7
6 -L489 -1.687 0.000 0.788 56.4 0.652 - 13.1
7 -0.726, -2.662 0.000 0.755 45.5 0.768 -73.8
8 0.035 -3.67 0.o00 0.46 86.5 0.583 - 17.6
9 -1190 -3.811 0.000 0.518 100.3 0.497 3.9

10 -4k237 0.093 0.000' 0.646 -72.0 L000 - 9.3
11 -4.998 L 068 0.000 0.646 -36.0 0.420 35.2.
12 -3.477 -t.883 0.000 0.646 0.0 0.712 12
13 2..714 -1858 0.000 36.0 0.645
14 -L953 -2.85 0.000 ,646 72.0 01566 5

Figure 18. Final Pacific Feed Coefficients
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EQUAL AMPLITUDE AT EACH FEED OUTPUT

BEAM FEED S a

PORTS

EXAMPE I:BEAMPORTA: Pi4E 0 RT

EXAMPLE 2: BEAM PORT BA: 0 0 0

FEED PHASES: I:1+9010) 2:(+45 0)#3:(O 0 , 4:(-450

Figure 21. 4 Feed/2 Beam Constrained Isolation Network

(-3d B) (-3d B)
0-

<0 -> <-90 > '

INPUT (MATCHED
(odi PORT)
<0 >

Figure 22. 4 Port, 'Hybrid Coupler'
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AUSSAT KU, BAND SPACE ANTENNA SUBSYSTEM

E.C. Ha, L.G. Clouse, K.A. Simnons, K. Clausing, M.D. Harwood,

and M.J. Glaser

Abstract

The Aussat antenna was designed for the first generation of

satellites to be ueed in the Australian national satellite commu-

nications system. The wide range of domestic services to be pro-

vided by this system includes direct broadcast, 'high quality

television relays between major cities, digital data transmission,

voice applications, and centralized air traffic control services.

To meet the stringent requirements imposed by this system, and-k

compatibility with the established Hughes HS 376 bus, an innova-

tive Ku band antenna subsystem has been designed, with ten inde- " N.

pendent beams for communications and separate beams for command

and beacon tracking. The antenna farm consists of three shared p

aperture pairs, each aperture being reused via polarization

diversity, resulting in six offset single reflector systems.

There are-nine independent feed systems, of which two serve both

transmit and receive functions by means of diplexets6 The trans-

mitted EIRP is 47 dBW for homestead and communities broadcasting

satellite services and 36 dBW for fixed satellite services. The

electrical and mechanical' design of the subsystem allows for a

high degree of flexibility, as demonstrated by the fac: that
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Hughes was able to meet a new customer requirement to change a

beam shape during the final weeks of the flight antenna range

testing.

1. Introduction

The, Aussat Ku band cosmmunicatf. satellite is a 15 channel

active repeater system, providing multiple beam coverage (10

shaped beams) for Australia. Each cha. .3l is 45 MHz wide. The

transmit bandwidth extends from 12.25 to 12.75 GHz, while the

receive bandwidth extends from 14.00 to 14.50 GHz. Frequency

* ,reuse is achieved by linear orthogonal polarization. Eight of

the channels (designated transponder A) are received horizontally

polarized and retransmitted vertically polarized (see Figure 1).

The remaining seven channels Zdesignated transponder B) are

received veitically polarized and retransm~tted horizontally

polarized.

* To implement the required multiple beam, dual polarization

performance, the Aussat communications antenna system uses six

gridded .eflectors (three for each polarization) in conjunction

-.• with a feed Pystes employing nine beam forming networks and a

* total of 23 feed horns (exrluding tracking feeds). The reflector

'design incorporates two reflector 3urfaces in a single aperture.

Typical of each sh&red aperture pair, the ft'ont reflector is

horizontally polarized, while the rear reflector £s vertically

polarized.
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FIGURE 1..ctý AUSTCMUICTO -ALA

S.

, •EhAAION L

ized radiation propagates through dense rain, the polarizations

are required to be nominally horizontal and vertical at the earth

stations across Australia. As the orbital arc is centered on

160°E longitude (east of the Australian mainland), the polariza-

tion axes'of the vertical and horizontal feed horns and'the

reflector grids are oriented 45° counterclockwise and clockwise,

respectively, from the spacecraft spin axis.

.The antenna coverages are shown in Figures 2 and 3.' 'The

r ..61 cm (24 inch) horizontally polarized front reflector is fed by

a single feed horn which is diplexed to provide National receive

'451
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FIGURE 2. FRONT REFLECTORS - HORIZONTAL POLARIZATION
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NORTH4WEST Ms SPOT K .ACONf TRACK

T AMSaUT\$? /A ~ wSPOT

4. 11 NATIONALNW

irNORFOLK

FIGUREI3: REAR!IEFLECTORS -VERTICAL POLARIZATION
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and transmit functions. The 61 cm vertically polarized rear

reflector is also fed by a single feed horn which is diplexed to P.
provide additional channels for National receive and transmit

functions. The National beams provide coverage of mainland

Australia, Tasmania, Lord Howe Island, the Pacific shelf, and the

Northwest shelf.'

The 110 cm (43.5 inch) horizontally polarized front reflec-

tor is fed by two functionally distinct feed arrays. A four-horn

array pxovides transmit coverage of Central Australia. A separate

three-horn array provides receive coverage of Papua New Guinea.

Sharing the same aperture is a vertically polarized rear reflec-

tor which is also fed by two separate feed arrays. A three-horn

array provides transmit coverage of Western Australia and the

Northwest Thelf. The remaining four-horn array is used to

provide high gain on-station command coverage (the command omni

antenna is also available to receive commands), and to perform

beacon tracking.

The 100 cm (39.5 inch) horizontally polarized front reflec-

tor is illuminated by a four-horn feed array to achieve coverage

of Northeastern Australia. Sharing the same aperture is a

vertically polarized rear reflector fed by two distinct, feed

arrays. A three-horn array is used to provide transmit coverage.

of Papua New Guinea. Another four-horn array provides transmit

coverage of Southeastern Australia, Lord Howe Island, Norfolk

Island, Brisbane, Adelaide, and Perth.
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REFLECTOR APERTURE DIAMETER 110 cm (43.5 in.)
REFLECTOR FOCAL LENGTH 127 sm (50 in.)

65.4 cm
(25.75 in.)

- - - - --o
TRACKING
N ETWO RK
FOCAL HORNS

FIGURE 4. TYPICAL SHARED APERTURE REFLECTOR
GEOMETRY

AOLANIZATIO

"VERICOAL GRID
// POLAAIZATIOM

POLARI VIISW

FIGURE 5.' AUSSAT SPACECRAFT ANTENNA
SYSTEM
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2. Electrical Design

Each reflector pair is composed of two orthogonally polar-

ized offset reflectors, one behind the other, sharing the same

aperture (Figure 4). Polarization selection for each reflector

is achieved by conductive grids on a paraboloidal shell. The

'front reflector of each reflector pair has its conductive grids

oriented 450 clockwise (horizontal polarization) with respect to

the spacecraft spin axis (Figure 5). The conductive grids on the

surface of the rear reflector are oriented orthogonal to the front

reflector grids, when viewed along the boresight of the front

reflector. The reflector diameters and focal lengths are identi-

cal for each polarization; however, the base of the vertically

polarized reflector is offset from the horizontally polarized

reflector, permitting focal paint separation. This allows the

two reflectors to occupy a common aperture, and positions each

feed array at its respective focus without physical interference.

The front horizontally polarized gridded reflector is essentially

RF transparent to the rear vertically polarized gridded

reflector.

The sources illuminating the 'six retlectors are pyramidal

horns. Of the twenty-seven pyramidal horns used, four are

dielectrically loaded. The dielectric inserts are tapered rexo-

lite slabs attached to the E plane walls. The dielectric inserts

provide a more uniform H-plane distribution and, therefore, a
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FIGURE 6. AUSSAT FEED HORN LAYOUT

FIGURE 7. TYPICAL FEED NETWO'RK DESIGN
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higher aperture efficiency and wider H-plane secondary beamwidth.

The dielectric inserts were used in the horns providing coverage

of Western and Southeastern Australia.

Figure 6 shows the layout for all of the feed horn arrays.

The single horn in the foreground of the photograph is one of"

the horns providing complete coverage of continental Australia..

The rack of feed horns on the left rear side illuminates the

39.5 inch diameter reflector pair, while the rack on the right

rear side illuminates the 43.5 inch diameter reflector pair.

A typical spot beam feed network is shown in Figure 7. All
L

spot beam networks are single mode networks. Single slot coup--

lers were used to distribute the power among the horns comprising

each feed horn array. Trombone sections were used to adjust the

phase of the radiation propagating from each horn.

Precision east-west (AAz) and north-south (AEl) antenna

pointing signals are developed from a dedicated set of four

tracking feed horns (Figure 8). The same feed system alsq serves

to provide the command link.

The tracking feed horns have difference signal versus sum

signal (null) characteristics designed for tracking purposes.

These feed horns are excited by approximately equal power and

independent phase signals, controlled by adjusting the physical

line length between the feeds and the magic tee power summers.

Difference outputs from two axis monopulse feed array networks

results in signals proportional to angular position from the
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FFýEl HORN CONdFIGURATION

FIGURE 8. COMMAND/TRACK FEED HORN
CONFIGURATION
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8 - SIUMPORT A13. - 38

D - DIFFEENCNE PORT "44 -- 2

FIGURE 9. TRACKING FEED
COMBINING NETWORK
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FIGURE 10. TRACKING FEED NETWORK

beacon location (at Sydney). Subsequent combination of the sum

and difference signals creates amplitude mod.ilated error wave-

forms which are detected in the command/track receivers. The

receivers' outputs are processed in the antenna position

electronics (APE) and the attitude control electronics (ACE) to

control the antenna north-south and east-west pointing. A sche-

matic of the tracking feed combining network' is shown in Figure 9-

a photo of it is, shown, in Figure 10.,

This type of tracking system is capable of controlling the

antenna positioning to within +0.020 in azimuth and elevation.
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3. Mechanical Section

The decision to incorporate a multiple reflector design

produced challenging mechanical requirements with regard to 7-.

pointing capabilities and thermal stability of the system. Many

effects which were previously second order, because the communi-

cations and tracking reference patterns were produced by the same

reflector, could now have a significant impact on system

performance.

The first area of developmental work on the Aussat antenna

was the design and mounting of each of the three reflectors

(see Figures 11 and 12). With gain slopes as high as 10 dB per

degree, coupled with opcrating frequencies at Ku band, the manu-

facturing tolerance and thermal stability of each reflector

became very significant.

The reflectors are fabricated using techniques developed for

the HS 376 product line. Two precisely machined meehanite

mandrels were used as the shell forming tools, with each parabolic

surface being machined to an accuracy of 0.025 mum (0.001 inch)

rms. A low temperature curing epoxy resin system is used to mini-

mize thermal distortion of the part during the curing process.

The major design change was to incorporate a center mounting

technique that would provide flexibility to precisely align each

reflector on the test range while meeting the requirements of

thermal stability, strength, and stiffness.
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FIGURE~~~I 12 ULU NEN
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FIGURE 13. SECTION VIEW OF REFLECTORS
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Each reflector is attached to the i.ulport structure with '...".

three spherical bearing rod ends spaced about the reflector

inner rings. The rod ends negate any thermal stress between "4

reflector and support structure, while the attachment to the

inner rings provides a natural hard point. As with previous

designs, local reinforcement was provided at the attach points '

(see Figure 13). Both the rod end and clevis attaches to the

rear of the reflector assembly and utilizes low expansion

materials. Fine adjuE.tment can be made by angular rotation of J

the rod end bearing relative to its bracket. Boresight adjust-

ments of 0.0050 were easily obtainable. Once 'optimum boresight-

ing was achieved on the test range, each reflector attachment

assembly was permanently secured for flight.

To confirm that the reflector and attachment assemblies will

not induce unacceptable distortions during orbit, a comprehensive

thermal distortion test was performed. The reflector test setup

consisted of the K1 flight 110 cm (43.5 inch) reflector attached

to a quartz 'plate, us±:g flight rod end attaeh fittings (see

Figure 14).

The test setup was instrumented with 60 thermocouples and 52

linear variable differential transformers (LVDTs) to measure dis-

placements. The test was performed in a thermal-vacuum chamber v. •

to simulate both hot and cold bulk ter! eratures, as well as
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FIGURE 14. THERMAL MECHANICAL TEST
OF FLIGHT REFLECTOR

" * FIGURE 16. BARE ANTENNA STRUCTURE
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thermal gradients. Results from the test were analyzed and found

to have no significant degradation of antenna performance.

The next major developmental work for the Aussat antenna was

to design a stable structure to attach all three reflectors and

feeds. This structure had many constraints with regard to

strength, stiffness, weight, and most important of all, thermal

stability.

The puirpose of the support structure is to support and con-

strain the antenna during launch and'provide a stable platform to

maintain the feed horn to reflector geometrical relationship in

orbit. Loads from the antennas are reacted through the antenna

support structure into the spacecraft. The structure, shown in

Figure 15, illustrates the deployed configuration less feeds and

reflectors. The common use of composite materials, primarily

graphitt, and hollow bonded subassemblies provides for low weight

while maintaining the necessary strength. The use of composites

also provides excellent dimensional stability with temperature

variations.

The reflector support structure (see Figures 11 and 16) pro-

* rides a common support for each of the three dual reflectors and

the T&C antenna and its linkage. The complete system is attached

to the antenna positioning mechanism. The primary design

objective is to maintain the relative alignment of the three

reflectors under operating environmental conditions. Materials
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FIGURE 18. THREE SOCKET FITTING

FIGURE 16. REFLECTOR SUPPORT
STRUCTURE WITH ASSEMBLY
FIXTURE

FIGURE 17. GRAPHITE APM FITTING

FIGURE 19. INSTRUMENTED REFLECTOR
SUPPORT STRUCTURE PRIOR TO THERMAL
MECHANICAL TEST
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and configuration were chosen for minimum thermal distortion and

maximum stiffness of the structural assembly.

Because of the stringent requirement of this structure,

several graphite fittings were developed to replace metallic

fittings typically used (see Figures 17 and 18). These innova-

tive fittings were made using high strength graphite fabric with

epoxy resin. They successfully reduced weight while improving

the thermal stabilit: of the structure.

Again, to ensure that the reflector support structure would

not produce unacceptable distortions during orbit, a comprehen-

sive thermomechanical test was performed. This test was meant

to provide a means to bound the pointing error contribution due

to differential distortion between the three dishes. The

reflectors were replaced with thermally stable quartz plates, and

the entire structure was instrumented (see Figure 19).

Mirrors were used to measure the q,;artz plate rotation

during the test of the reflector support structure. The quartz

plates, which were'used to simulate the flight reflectors-, were

also instrumented with LVDTs to provide a coarse backup check of

the mirror results. Further, a series of targets were installed

to measure system growth in the plane of the reflactors.

Test results showed that the reflector support structure

was extremely stable and met all requirements, with regard to

pointing budget allowance.
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4. Measured'Test Results

The antenna measurements were performed under clear weather

conditions on a far field range. All antenna tests included

proper modeling of the spacezraft structure to simulate an

in-orbit operating condition (i.e., thermal blanket, reflector

sunshields, horn covers, and alumintum ring simulating a portion

of the solar panel were present). All antenna gains were

referenced to a gain horn standard calibrated by the National

Bureau of Standards. A carefully calibrated waveguide switching

network was used to switch between various test ports to ensure

repeatability.

To ensure proper alignment of the transmitter polarization

to the conductive grids on the reflector under test, the trans-

mitter was rotated until it was orthogonally polarized to the

reflector grids. This was achieve4 when the measured crosspolar-

ization null attained a minimum magnitude, The transmitter was

then rotated back exactly 900 to align the transmitter polariza-

tion to the reflector grids.

The various Aussat coverage regions are shown in Figures 20

through 25.. Ineach case, the darkened regiOn(s) represent

secondary zones, while the white regions represent'primary 'zones.

The transmit and receiv, coverage requirements are shown in

Tables 1 and 2, respectively. Those gain requir-ments were
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FIGURE 20. NATIONAL BEAM COVERAGE

FIGURE 21. SOUTHEASTERN SPOT BEAM COVERAGE
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FIGURE 22. NORTHEASTERN SPOT BEAM COVERAGE
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FIGURE 25. WESERUAUSNERALINA SPOT EA COVERAGE
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derived from EIRP and G/T contract specifications assuming the

predicted repeater performances.

TABLE 1. TRANSMIT GAIN COVERAGE R2EQUIR&KENTS

Transmit Antenna Gain

Spot National
Region Beams, 'A and B, Papua, New Guinea,

Coverage dB dB dB

80% Primary 34.0-

95% Primary .27.1

100% Primary 31.0 26.1 32.0

Secondary 29.0 22.1 25.0

*Spot beams are comprised of northeast, central, western, and
southeastern Australia coverage beams.

TABLE 2. RECEIVE GAIN COVERAGE REQUIREMENTS

RecEive Antenna Gain

Region National iA and B, Parpua, New Guinea,
Coverage dB dB

95% Primary 26.9 26.7

100% Primary 25.9 25.7

Secondar) 21.9 23.7

Figures 26 through 36 show one representative copolarization

gain contour plot for each coverage beam. All copolarization

gain contours are plotted with superimposed coverage maps (as
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viewed from the satellite at orbital locations 156 E, 16G°E, and

164 0 E) expanded by the indicated p,.irting errors. For National

Australia, as well as the spot beam gain contour plots, only the

primary coverage spec contours are numbered (represented by

darkened contour(s) in each case). Also shown are the peak gains

of the contours, the test frequency at which the contours were

measured, and the pointing errors incorporated into the maps.

The crosspolarization performance in the far field of the

antenna system is due principally to two mechcnisms. The first

is the nature of the grid reflectors, which employ finite thick-

ness grids and are subject tc manufacturing tolerances. The

crosspolarization performance over the copolarized service area

is due predominantly to non-ideal reflecting grid geometry.

The feed horns are the second, source of far field

crosspolarization impurity. For the case of the horizontally

polarized feed, the impure field components (vertically polarized)

pass through the front horizontal grid reflector and reflect off

the rear vertical grid reflector. Hlowever, the rear reflector

defocuses these impure vertical components because the horizon-

tally polarized feed is widely offset from the focus 'of the rear

vertically polarized reflector. Thus, far field crosspolariza-

tion (vertical) caused by horn impurity is not focused into the

principally polarized (horizontal) coverage area. Similarly.
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this effect applies to the crosspolarized components of the

vertically polarized feed.

"Figure 37 illustrates the crosspolarization performanL: of

the WA spot beam. The crosspolarization due to feed impurities

has beer, defocused to the south of Australia. 'The crosspolarl-

zaticn isolation exceeds 36 dB over the primary service areas.

I.. -L WML WZAR=I'•t~~~- ---------------nl x, ml

1000

.........

9.w 1 aa

-40 ,,9 00 -4." -a. -. " -... - a."

FIUR 37 (ETR CRSPOAIZTO PERFO ARMZATN CE tW M

1- . 77

L' o N,L • -~ "N -•-"

-.-
/: ,. -: ., ()

-0 4 5 5 -IO SW•. . ..1 ..

FIGURE 37. WESTERN CROSSPOL.ARIZATION PER FORMANCE

., 477

",/



'7%7

"" 5. Conclusion

The Aussat antenna has met all flexible beam shaping, point-

ing, thermal stability, and other mechanical requirements. The

electrical design is relatively simple, allowing for short

assembly/test times. Built into both the electrical and mechan-

ical designs are flexibilities to adjust the beam shaping and

beam pointing in the antenna system. As a result of innovations

added to the many standard features of the Hughes HS 376 line'of

spacecraft antenna systems, the Aussat antenna system represents

. 'an important milestone in the history of Australian

telecommunications.
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COONTWMLLED SMRFACE DISTORICtN EFFECTS

DANIEL JACAVANCO
EM Technology Applications Section

EM Techniques Branch
Electromagnetic Sciences Division

Rome Air Development Center
Hanscom AFB, MA 01731

1. ABSTrRCr

Results of a theoretical and experimental study of a

technique that controls the level of the sidelobes in the far

field pattern of a horn fed paraboloid are presented. The

reflecting surface is intentionally distorted by mounting small

"circular disks on the dish and adjusting their height while

monnitoring the energy in the field at a specific angle. Patterns

measured before and after show (a) localized sidelobe control on

the order of 25 dB, (b) little ::zin beam distortion, and (c)

acceptable overall sidelobe degradation. A theoretical model of a

collapsed circular aperture containing the illumination due to the

horn feed is used. The resulting aperture distribution is

conposed of three parts-the anplitude across the dish, and the

amplitudes across each, of the two disks. A computer subroutine

duplicates the manual process of adjusting the disk position while

rmonitoring the energy in the far field. There is good agreement-

between theory and experiment.
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2. I7U N

A novel technique is described for placing fixed nulls in the

far field radiation pattern of a horn-fed paraboloid. Small disk

shaped moveable reflectors are mounted on rods that protrude

through the reflector surface and allow the height above the dish

to be controlled from the rear. See Figure 1. Single nulls can

be placed in the radiation pattern using two disks and show

cancellation up to 25 dB with minimum perturbation to the overall

antenna response.

One might say that this tcmhnique is a solution looking for a

problem. The potential applications are somewhat special. One

use might be for urban camunnication systems or point-to-point

telep*one links which rely on reflectors exclusively. In'these

instances, single fixed nulls could be effective in reducing

specular ref.Zections frum large buildings or in reducing the

effects of Lnintentional jamming upon total system noise due to

the proliferation of microwave antennas in the urban environment.

Given future NASA plans for direct broadcast satellites and the

attendant need for a receiving antenna on every roof, there could

be a need for a simple, inexpensive, fixed nulling technique as

described herein.

The remainder of this paper will describe the theoretical

! model used to predict the nulling performance of two disks mounted

on a paraboloid, six feet in diareter. Experimental results are
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given which generally show good agreement with theory.

Cancellation up to 25 dB, along with the very important minimum

distortion of the overall far field pattern, is in evidence.

Finally, sane preliminary results of placing two nulls in the far

field pattern using three disks is given.

3. THEORY

Mien a small moveable disk is mounted on the inner surface of

a paraboloid, the resulting amplitude and phase distribution of

the electric field in the aperture plane is driven asymmetric

about boresight. From a theoretical standpoint, this means that

obtaining the far field thrxogh the usual Fourier Transform

calculation is difficult because the amplitude and phase

distribution is not of closed form. For this reason, it was

decided to model the antenna performance in the azimuthal plane in

which all the measurements were made, by collapsing the aperture

over the vertical plane.

Thus, for the purposes of pattern computation, the reflector

and its asymmetric aperture distribution is modeled as an

electrically equivalent, horizontally disposed linear array of

elements. The amplitude and phase assigned to each of these

elements are calculated fran the combination of the feed horn E

and H-plane patterns. Mwen the aperture is collapsed

mathematically, this linear array will contain the amplitude

effects of feed blockage, nuitiple disks, surface error, and the
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circular aperture due to the paraboloid itself.

The first step in the collapsing procedure is to measure tne

feed horn E and H-plane patterns. The measured patterns are

reproduced in Figure 3 and showr an edge taper of -21 dB in the

azimuth (H-ýplane) and a -17 dB taper in the vertical (-ln)

The patterns are then sampled at a collection of po-ints denoted by

the heavy dots inFigure 2. In this sampling procedure, one can

simiply read off the valies of the measured Ceed pattern at the

desired sample points or, alternately, match the measured patterns

by a polynroial and let the coaputer calculate pattern values at

the desired points. This latter nethod was easier for large

paraboloids and was adopted. Fifth order tpolynf 2ials wnre found

to satisfactorily describe the measured feed patterns in each

plane with an accuracy of + 0.1 dB in amplitide. Using these

Theled values, the field distribution at all other points in the

aperture plane of-the reflector, such as those represented by the

91x91 matrix of small dots in igure 2, can be generated by

In Figure 2, the large cir le is urhe outline of the 6-foot
paraboloid, the onatler circle tatming the rectangular

projection of the outline of feed horn, is the aperture

blockage region, and the two , 11, off center circles are the

alzuninuu disks.

The next step is to cohl the vertical field points on to
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a horizontal line, at a discrete number of equispaced points that

correspond to the locations of the elements in our hypothetical

linear array. A one-fifth wavelength element spacing was chosen

as a trade between accuracy and computation time. obviously, the

closer the spacing, the more accurately the computed array

distribution represents the reflector fields. In collapsing the

reflector aperture field in the vertical dimension, the computer

calculates the product of one horizontal field value with all the

corresponding vertic&i field values at a horizontal point

corresponding to an array element location. If the computed point

lies on the reflector, or on a disk, it is retained for pattern

c4ilculation. If the point lies in a blockage region, and never

contributes to the pattern, the value is discarded. in this way,

three separate lin3ar array amplitude distributions are arrived

at, one each representing the reflector and the two disks. The

technique is genera.1 enough to account for any number of disks,

positions and sizes.

A uniform phase distribution is assigned to the array to

produce a broadside mainbeam. Also added to this phase were the.

measured reflector surface errors and an additional phase

perturbation due to the disks. Tb maintain consistency between

the vertical collapsing used in the computer model and actual far

field measurements of the paraboloid, pattern measurements were

made in the azimuthal plane which contains the centers of the two

4.8
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disks and the feed horn.

The largest error in, the collapsing scheme is probably in the

estimate of the individual disk gain. The small number of

product-points, approximately 16 for a 1 wavelength diameter disk,

is small compared to the 8281 points in the 91 x 91 element

matrix. Small disks, on the order of I to 2 wavelengths in

diameter, are used for the purpose of' nulling in this experiment,

so as to minimize the effect of the disks upon the overall

radiation pattern of the paraboloid.

In order to show that the computer code that collapse the

aperture works properly, two standard antenna. cnfigurations were

analyzed using this technique. Wien, an 18 wavelength square -"

aperture with uniform illumination assumed to be generated by a

hypothetical feed horn is employed, and the aperture field

collapsed asi described above, Figure, 4 is the computed far field

pattern. The plot in Figure 4a with the accompanying expanded plot

Figure 4b shows the expected -13.2 dB first sidelobe and a

mainbeam width of 3.36 degrees, characteristic of a square

aperture. If, instead of a square aperture, an 18 wavelergth

circular aperture with uniform illumination is used, the resulting

far field pattern is given in Figure 5. Thew plot shos the

expected -17.6 dB first sidelobe and a mainbeam width of 3.89

degrees.

Thus, with the confidace in the computer code exhibited by.
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the results in Figure 4 and 5, the predicted far f ie-ld pattern of

the six foot diameter paraboloid was calculated. (see Figure 6a).

In collapsing the aperture, the measured feed horn patterns were

used, the blockage wis modeled by a circle, eight inches in

diajeter and the surfaco, error was included. No disks were

assured to be in placi3. The measured pattern, given in Figure 6b

shos reasonable agreement in the main beam, first sidelobe and

the average far-out sidelobes.

4. FXERIMNT'.

Figure 7 stos the snall effect that positioning the two

disks close to tte surface of the reflector has upon the

performance of the paraboloid. The two plots represent the case

'before' and 'after' the disks are added. Minimum changes in

these measured patterns are evident. The dibks used in this

experiment were 5 and 8 inches in diameter, positioned at 3 &-1 12

inches fran the center of the paraboloid. As a test of where, in

t•,e sidelobe region, one should expect nulling, the combined area

of both disks, ccmared to the area of the paraboloid, can be

calculated. This ratio of disk area to dish area is expressed in

dB. Thus, in this case, one could expect nulling in sidelobes

lower than -17.6 dB. This calculation however, ignores the taper

over the disks due to the feed horn. wh•en this is accounted for,

the gain of the two disks, relative to the reflector, is

calculated to be -14.6 dB. Thus, it is reasonable to expect
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nulling to be possible at Ungles greater than + 5 degrees in the

paraboloid pattern, where there is sufficient disk gain to match

the gain in the dish. The plot in Figure 8 is the initial pattern

of the dish with the two disks. flush with the surface. The

collection of large dots represent the levels to which the power

received was driven by manually adjusting the penetration of the

disks. Each dot repr .sents one particular positioning of the two

disks. Note than one can control location as well as the value of

the pattern cancellation. Upwards of 25 dB cancellation was

achieved at same locations y moving the 5 and 8 inch'diameter

disks. The paraboloid was first moved to a specific angular

position, and the disks adjusted, one at a time, until no further .'

cancellation was possible. 'Nulling was attempted every two

degrees in the far field over two broad angular sectors.

No claim is made as to the uniqueness of the final position

of the disks. one might argue howevear, that a 'global' null was

reached at those angular positions where the pattern response was

&•iven to the noise level of the receiver (-60 dB). A 'local'

rull is claimed' at those angles where (a) the -60 dB level was not

achieved or (b) multiple combinations of positions of the two

disks achieved similar, but not equal cancellation.

The asymmetric nulling performance evidenced in Figure 8 can

be explained in the following way. Over the range of angles +65 tcF

+42 degrees the two disks were not shadowed by the feed support
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structures and good nulling performance is seen. Over the few

negative angles where nulling was tried, the disks were xmnpletely

sladowed by the feed. The poor nulling performance observed

cannot be expl- .ned by aperture blockage because no angular

dependence of blockage is included in the model used, i.e., the

center section of the aperture plane is simply subtracted out and

produces an error effect over a broad range of angles, principally..

manifested by a filling in of the first sidelobe and null. The

specific reflective properties of the metal tripod, adjustable

feed horn mounting ring and the pyramidal feed horn and their

influence on this technique will be the subject of future work.

The solid line in Figure 9a, lOa, and lla is the measured

pattern of the paraboloid after nulling was accomplished at -40,

+9, and +15 degrees. The dashed plot is the initial pattern

before nulling. The large dot 'in each case represents the initial

value in the pattern before the two disks were moved in order to

produce a null. Overall, the integrity of the main beam has been

maintained and aside from a few sidelobes that. increase a few dB,

there appears to be no unacceptable pattern distortion.

1he final position of the two disksý after nulling, is given

in tabular form below after converting distance nvved to phase

shift.
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TABLE 1

NULL POSITICOV 5" DISK 8" DISK

DEGREES INGHES/DEGREES INQHES/DEGREES

-40 0.8/160 1.45/290 "

+9 2.5/140 1.83/6

+15 0.7/140 0/0

Figures 9b, lOb, and lib are the computer predicted patterns

based on an algorithn that duplicates the manual process of

nulling with the disks, one at a time. The final phase shift

assigned to each of the disks by the comiputer nulling subroutine

is given in Table 2.

TABLE 2

NULL POITIC"'

DEGREES 5" DISK DOLREES 8" DISK DEGREES

-40 312 186

+9 186 341

+15 312 357

A number of reasons can be given for the lack of agreement-

between Table 1 and Table 2. The principal problems in the .

experiment are (a) scattering from the feed support structure (b) i

accurac,.y in measuring the penetration distance of the disks, (c)

accuracy in rmeasuring the position of the null, and (d) disk-disk

coupling and stray reflections.

48.,..
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The principal shortcamings of the theoretical ndel include .

(a) a lack of a description of the diffraction pattern of the

disks, (b) 3iMplified ray tracing to describe disk movaeiu.t, (c)

lack of a description of-cross-polarization effects, (d) L .

simplified aperture blockage model, (e) 'poor match of feed horn

patterns, and (f) errors in measuring the paraboloid surface.

It is not clear at this time which of these effects duminate. V

A more accurate model is under development along with diffraction

measurements of the individual disks.

An interesting experiment was performed using thxee disks on

the surface of the 4-foot diameter paraboloid. It was assumed

that the three degrees of freedcm afforded by this cambination

would allow positioning of two nulls simultaneously. In order to

do this, two different S-band sources', separated by 6 degrees in

the horizontal were located in the far field. The output of the

antenna was filtered so that each signal could be monitored

simultaneously. The antenna was positioned so that a sensibl3 " "

mnont of power was received at each frequency. At that point,

the sources were located at +28 and +34 degrees. Three aluminum.

disks, 3, 5, and . inches in diameter were located 4, 8, and 16 .4.

inch s fron the center of the paraboloid..

Tie three disks were adjusted, one at a time while thei

rece ved energy at the two frequencies was monitored.' A modest -

amouit of cancellation at both frequencies was measured
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simultaneously. Figure 12a is a plot of Lhe antenna pattern at

3.2 GHz before and after adjusting the disks for a total of 14 dB

cancellation. Figure 12b is a plot at 3.4 GHz, which shows the 6

degree offset angle and a total cancellation of 10 dB., No

theoretical model has been developed to describe the performance

using three disks.

•5. CONCIUSICN:

Preliminary results have been given for a combined

theoretical and experimental effort to modify the far field

pattern of a horn fed paraboloid. Single and double nulls have

been placed in the antenna power pattern by adjusting the position

"of small aluminum disks, mounted on the reflector surface.

Cancellation up to 25 ,dB and acceptable distortion of the overall

antenna pattern have been measured. The conclusion reached by

this effort is that minor modification to a reflector surface can

produce significant control in the far field pattern of a horn fed

paraboloid.
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NULL GENERATION BY PHASE PERTURBATIONS IN AN APERTURE

INTRODUCTION

This work was originated by Dr. Poirier and Daniel Jacavanco

at RADC/EEC. Extrapolating from work on electrostatically

controlled large reflector antennas (controlled in the sense

of a perfect shape,.i.e., parabolic, etc.) they theorized

that by. distortion of the reflector in the same manner adaptive

nulling may be possible. Work by Havens (Havens, 1983) at

"AFIT showed this to be theoretically possible. However, the

control problem of a perfect shape, let alone selective distor-

tion, appears to be too burdensome for practical use.

In the summer of 1983 Jacavanco demonstrated it was possible

to produce nulls in the pattern of a rigid reflector by mounting

discs on the reflector dish and adjusting their distance

off the dish. This method of null synthesis appears to offer

a new flexibility to a highly efficient and widely used antenna

* system.

While the technique had been experimentally demonstrated,

there was little or no theoretical basis for the mechanisms

producing the nulls. Therefore, this study was undertaken

"at AFIT to attempt to develop theoretical background. Ideally

this work will produce a means of predicting optimum configura-

"tions, bandwidths, etc.
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APPROACH

Aperture integration was selected as the most straight-

*[ forward method of analyzing the antenna system with discs

mounted on the dish. While it is well-known that this technique

'. is limited in effectiveness to the vicinity of the main beam,

*. it is in this area that null synthesis has been shown effective

* and is of interest.

Equations for the electric field generated by an aperture

as given by Stutzman and Thiele (Stutzman and Thiele, 1981) are,

E 8  j ej Br (P cos4 + P sinfl (1)
E)r x y

21Tr

E = 98 2B - cose (P cosO - P sino) (2)
* 27r y

- where the P-values are given by integration of the aperture

- electric field (Stutzman and Thiele, 1981).

•- 2 a (r.) eJ~r' sinO cos(,-"') r'dr'd(' (3)• ' a

* Since relative, not actual field strengths, are of interest,

* equations (1) and (2) are simplified.

E (P cosO + P sin$) (4)0 x y

E coso (P cosO - P sin)l (5)
"" y
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To further simplify equations (4) and (5), the polarization

is changed to a more convenient form--the fields that would

be seen in-the far-field by x- and y-oriented dipoles.

Ex - Ee cos9 cost -E sinO (6)

E E cose sino + E, cos* (.7)

By inserting equations (4) and (5) into equations (6) and

(7) and squaring the electric field (to provide a power measure),

we obtain:

IEiI 2 
- cos2G {(Re[Pi]) 2 

+ (Im[Pi]p 2 } i = x,y (8)

The double integral in equation (3) presents a problem

since the discs produce discontinuities in the phase of the

aperture electric field. They prompt the use of numerical

techniques to, evaluate the integral. The methcd is taken

from Abramowitz (Abramowitz and Stegun, 1972)

n
fIf(x,y) dx dy = V E wif(xi,Y 1A + R (9)

where v is the area of the sections of the partitioned surfaceo
the wiIs are weighting functions given for a particular integra-

tion scheme, and'R is the remainder term which will be approxi-

mated as zero. Again,, since the v is a constant multiplier
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on all terms and only relative numbers are of interest, it

is dropped, yielding

in

n~j~r. sine cos.(ý-ý.
SE wi Ea (ri) eJi s (10)i=1

To ease computer implementation, Euler's formula is used

to break P into real and imaginary parts.

I
Re[P] Ew. iE(r.)I cos(Or. sine cos(,-•oi + yi) (11)

1l ~ 1 11

Im[P] - w iJE(r.)ij sin(Br. sine cos(½-,i + yi) (12)
a i 1

* where

E (ri) ' aE (r1)i ejYi (13)

Equations (11) and (12). are the basis for the integration

scheme as implemented. Four' variables of summation were

used--the real and imaginary parts of P, and the real and
x

imaginary parts of Py--to sum over the aperture plane for

a given 03 and * (far-field). These quantities, when

used in equation (8), yield a quantity proportional to'the

magnitude of the e1t•ctric field squared, which is normalized

to the value obtained for 0 = 0 0, yielding a far-

field power pattern point.
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I.

MODELING

The antenna'modeled is a prime-focus parabolic reflector

idealized with a point source at the focus producing a para-

bolically tapered aperture field. The feed is assumed to

block a circular area (variable) in the middle of the aperture--

essentially setting the electric field to zero. No direct

radiation from the feed is considered.

The polarization of the aperture field assumes a linearly

polarized feed with only the distortion induced by the reflector

dish considered.

The disc's effect on the aperture field is modeled as

a phase shift across a circular projection of the disc on

the aperture field. No accounting is made for any amplitude

variation in the field due to the different path lengths.,

The phase shifts for the aperture field are estimated two-

dimensionally as shown in Figure 1 by computing the distance

from F-Di-Ai, and subtracting it from twice the focal distance

of the dish.

'Two approximati s are made here worth mentioning. First,

the ray tracing appr ch used does not take into account

the actual geometric 1 optics path from the disc to the aperture

.plane. All rays ref ected off the disc are assumed to'travel

on a path normal to e aperture plane--thus, the spreading

from the disc is not accounted for.

Second, the dis model is two-dimensional and does not

take into account the curvature of the disc in the third
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dimension. Thus, the phase shift has minor errors except

on the radial line running through the center o02 the disc.

In both cases it is assumed the z'rrors .-ntroduced are minor

for discs which are relatively small in relation, to the

dish.

RESULTS

This method of breaking down the aperture integral produces

simplified equations that allow insight into the effects

product4 by the discs and methods to control these effects.

Equation (8) shows that the copolarized pattern depends only

on the P vector component of the same polarization. Thus,

only two of the four variables summed over the aperture plane

control the copolarized pattern strength. The two variables

of interest are then

(Re[P.]i. IE_.(ri)I cos(r i, sinG coslO-$il + yi)(14)

)Im[P " (ri)I sin)ri sinO cosl,-ýi)'+ Yi) (15)

where j 'is the copolarizad unit vector and i references the .

points being summed. With no discs present let Y - 0 for

all i and examine the magnitude of the Pi's. The aperture

electric field is assumed to be a function only of'the radial

position on the aperture' plane. Letting radial, position

L
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on the aperture plane (r.) equal a variable k number of wave-

lengths and solving for the maxima, minima, and zeroes produces

k sin n=0,1,2,... (16)T sine Cos(• ---

A plot of the lines of the maxima, minima and zeroes

for the (a) cosine and (b) sine terms are shown for * = 0

and 0 = 100 in Figure 2. This shows that the imaginary

part of tne Pi's components are odd-symmetric about the center1

of the aperture p'.ane. This results in the sum of the imaginary

part of the P component equaling zero under all ur-d4turbed

conditions,

The real part of the P component therefore controls

the pattern entirely in the undisturbed case. As 0 goes

to zero, k goes to infinity essentially allowing the summing

of the unmodulated electric field over the entire aperture

plane. As 0 increases (from zero) the cosine term increasingly

modulates the electric field until the positive and negative

sections sum exactly to zero producing the first null. As 0

further 'increases, the negative sum of the P components now

dominates and continues to increase until the maximum of

the first sidelobe. (Figure 2 is approximately the maximum

of the iirst sidelobe for aperture distribution shown.) The

sum continues to oscillate alternating sign as 0 increases,

producing the characteristic pattern. (Notice the cosine

squared term in equation (8) has been neglected. However, its

contribution is minimal in the ranges of interest [3 dB at 450].)
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(Hatched areas are negative values)

Figure 2--Modulated P Is
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Using this simplified model the effects of the discs

can be examined. The discs in the model produce a phase .

shift and it is easily seen how this may, cause nulls. By

locating the disc in a dominant zone (note the sidelobes

are formed by alternately positive and negative sums of the

P.is) and adjusting it to produce one-half wavelength phase

shift, the P 's in the area affected by the disc will switch

signs and, if the disc is exactly the right size, cause the

sum of the real part of the P is to equal zero. Note, as

an alternative to having an exact-sized disc, a larger disc

with slightly less (or more) than exactly one-half wavelength

phase shift will modulate the Pi's of the opposite sign still

causing a zero sum.,

The zeroing of the real part of the Pi's, however, creates

another problem since the symmetry of the imaginary part
of the Pi's has been destroyed--thus creating a non-zero

-

sum. This explains why it requires two discs to produce

a null in the pattern. In Jacavanco's original demonstration

of. this procedure he used two discs on the same side of center.

However, this model seems to show optimum disc placement -

(in terms of using the smallest discs for minimal disturbance

of the overall pattern) is symmetrically across the center

of the dish. Using this placement the imaginary part of

the P.'s regain their symmetry and thus once again sum to

zero, producing a zero overall sum and a null in the pattern.

The above discussion qverlooks one problem that is easily "jj

solved but requires mention. Even the simplified disc model
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used in this r-odel does rnot produce a constant phase shift

over the area affected. (The same problem arises using over-

sized discs adjusted to less than one-half wavelength phase

shift.) This lack of an exact one-half wavelength is not

a major problem in the real part of the P. sum. However,

in the sum of the imaginary part of P i's the lack of -synmmetry

again prevents the nulling of the pattern.. A solution is

easily obtained by tweaking the position of the discs in

opposite directions to zero out the imaginary part of the

P.'s while maintaining a zero sum of the real part of the P.1s.

CONCLUSION

This model, while fairly simple, appears to explain

the mechanism behind the nulling technique using discs. Many

approximations have been. made (ideal feed, discs' effects,

etc.), and many items overlooked (feed supports, diffraction

effects, etc.). For relatively large reflectors and small

discs, these effects should be minimal.

It is not unexpected that the size of discs required'

to produce a null is'relateci to the normal pattern power.

However, that the placement of the d~iscs has such a strong

effect on required disc size (up to the point some positions

are useless for aulling in some angular sectors while "optimum"

for others) is rather surprising.

It should be noted also, however, that there is-no optimum

placement readily apparent for all, angles. -It is hoped,
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with further study, to find usable placements and size to

affect nulling over the entire pattern. If this can be done,

and the thecry shown experimentally correct, this would be

a powerful technique in many applications.

"- '" " "

-.--
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ANALYSIS OF THE CROSS-POLARIZATION PERFORMANCE OF ALrERNATI"T
CSC-SQUARED DOUBLY CURVED REFLECTOR ANTENNA GEOMETRIES

PRELIMINARY RESULTS

T. F. Cirberry
The MITRE Corporation

Bedford, Massachusetts 01730

ABSTRACT

A study was initiated to analyze the cross-polarization prop-
erties of shaped beam doubly curved reflector types and to identify
the design factors that control the cross-polarization level. These
design factors were identified as: (1) the reflector surface geo- .
metr'y, (2) the feed position, and (3) the feed polarization proper-
ties. At present, significant' results are o'nly available on the
first two factors.

The reflector surface geometries examined were threefold:
(1) the elevation arjle strip geometry, (2) the horizontal strip
geometry, and (3) the focal point strip geometry. Each strip geo-
metry is formed by an Intersecting plane and designel to collimate
the rays in the transverse azimuth plane. There are different
transforming actions of these reflector geometries on the feed
illumination polarization characteristics. In general , vertical
polarization produces poorer cross-polarization performance for each
of these reflectors than does horizontal polarization. In particu-
lar, the focal' point strip reflector produces a substantially worse
performance than the other two reflector geometries.

The feed position of an offset shaped beam reflector is much
more flexible than a paraboloid because the rays exit at wide angles
and do not intercept the feed., This allows a much higher feed
position that will yield significantly reduced cross-polarization.

The study, thus far, has not extensively examined feed'types in
detail; however, 'the study is continuing and will examine feed '-
technicues that will result in lower cross-polarization.

1.0 INTRODUCTION The cross-polarization component of an anterna

Ls an important antenna performance parameter. Its importance is

similar to the antenna sidelobe level. For example, the relative ' '

cross-polirization field component measures the vulnerability of the

system to cross-polarized interfering signals. A relatively low -

cross-polartzation level is necessary to prevent erroneous detec-

tions or jamming from oross-polarized signals.
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SMost of the literature on reflector antenna cross-polarization

ha3 been devoted to paraboloidal reflectors [1, 2]. Particular

attention has been directed toward offset paraboloidal reflectors

that eliminate feed blockage. bowever, offset paraboloidal geo-

metries tend to significantly increase cross-polarization levels (3,

""4, 5, 6J.

Unfcrtunately, little data has been published on the cross-

polarization performance of CSC-squarsd shaped-bean, doubly curved

reflec.tor antennas. This is understandable since the use of para-

boloidal reflectors is much more extensive than shaped-beam, doubly

curved reflectors, and the literature reflects this disparity.

"Further, the shaped beam (vice the paraboloidal) reflector geometry

"is much more complex and is designed to produce a principal polari-

zation field distribution over a much wider angular sector in the

elevation plane. As a result, the reflector design also produces a

cross-polarization field distribution over the same angular sector.

However, the limited data available on this antenna's cross-

polarization performance introduces substantial uncertainty concern-

ing the vulnerability of the antenna to cross-polarized signals.

2.0 ANTENNA DESIGN FACTORS B- oth the principal and cross-

polarization components of the far-field distribution of a CSC-

"squared, doubly curved reflector are basically a function of three

antenna design faators: (1) the' reflector surface geometry,, (2) the

feed position, and (3) the feed polarization characteristics.

2.1 REFLECTOR SURFACE GEOMETRY - The design procedures of the

shaped-bean, doubly curved reflector (figure 1) are well estab-

lished., The reflector 'surface design is actually based on two

reflector surface parameters: (1) the reflector central section,

and (2) the reflector 'azimuth collimating strip. For design pur-

poses, these two factors are' assumed to independently determine the

elevation plane pattern (in the x-z plane) and the azimuth plane
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"patterns (planes orthogonal to the x-z plane), respectively. The

reflector radial dimension p , therefore, can be decomposed into two

components (figure 1): (1) the central sector postion vector Pc
and (2) the strip position vector ps.

%5

a 7A4OA.S] , (ILMNTDSRAE

ilREFLEC TO R CENTR AL M O CO W M M
SECT~ION. E.ETRCLJMTG$

AaMUTMr PLANE IPUTERN

•" x Y

o.,

Figure 1. Basic Shaped-Beam, Doubly Curved Reflector Geometry and

Far-Field Pattern Characteristics

The reflector central section is synthesized'to properly shape

the, bea= in the elevation plane by "spreading" the energy according

to a CSC-squared power function. The central section design proce-

dures are based on the principles of geometrical optics, conserva-

tion of energy, and differential geometry. These procedures are

well described in the literature (7, '8]. Basically, the design pro-

cedures determine the central section radial dimension pc as a

function of the central section angle 1k. The central section

.*.radial dimension p can be expressed as
C
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P0  :ix o kz0  (1)
c a.

"The x0, z0 coordinates are simply (note y a o):

X = P. sin ip (2a)

zc P-CP cos0 1 (2b)

Using A. Brunner's [9] terminology, there are three possible

types of reflector strip geometries defined by the collimating strip

section used to focus the azimuth beam (figure 2); they are: (1)

"elevation angle strip geometry', (2) horizontal strip geometry, and

(3) focal point strip geometry. The conventional technique is the

elevation angle strip where the strip is formed by planes parallel

to the direction of the elevation angle G. This strip geometry is

well described in the literature (7, 8, 11]. In this geometry, the

strip forms a parabola in the intersecting plane defined, by the

elevation angle 9 (plane El). As noted by Brunner [9], this is not

the only way to position the intersecting plane. For example, the

intersecting plane could be horizontal (plane E2 ) and generate a

horizontal strip. The geometry of the strip is defined such that

the rays reflected from the strip in the direction, G will travel

-equal path lengths so that the wave in the direction 6 is a plane

wave. Similarly, the intersecting plane could be also a plane

through the focal point (plane E ) generating a. focal point strip.
3

Both the horizontal strip geometry in plane E2 and the focal point

strip geometry in plane E3 are ellipses. The advantage of the

latter two geometries is that the reflector contour provides a more

efficient surface area for typical feed illumination functions.

Since the three reflector geometries use the same, central

"section geometry, the only difference is ps• Thus, the reflector

strips' xs, ys, zs coordinates are different for the three reflector
"strip geometries (see table 1). As shown, each set of coordinates

is'a function of y and ip . The important design factor is the

reflector depth factor (d(y,kb)) which varies with strip geometry.
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a. Elevation Angle Strip Reflector Geometry

COLMTN 8(j) A, F

PCC

Y4

b. Horizontal Strip Reflector Geometry

A~AA

COLLIMATING ( 0 .

BP3
P (xey, ze

0, 8,P . ,Z

2.2 FEED POSITION -The feed Position of an Offset paraboloid is

restricted to avoid blocking the reflected 'rays emanating from the

reflector. Blocking can increase both 31d~elobes and, the cross-.

Ipolarization level. This restricted geometry and the attendant'
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geometric acyumnetry also limits what cross-polarization level is

achievable with an offset paraboloid (graph a in figure 3).

However, the properly designed conventional "C-shaped" shaped-beam

reflector forces those rays that could introduce blocking to exit

the reflector at sufficiently wide angles (see graph b in figure 3)

to avoid the blocking condition. As shown, this reiector type

allows, much greater flexibility in the position of the feed than is

possiole with an offset paraboloid. The feed position geometry that

iust be maintained to avoid blocking is illustrated in figure 4.

Using ray theory ajid geometry, the condition to maintain no blocking -

based on ray theory is .

C.

tan 0 pcos03 (3)
"PC

where Ax is the distance between the passing ray and the feed along Ir

the x-axis. To avoid blocking nx>O; thus

0 >

where Q'= reflection angle (with respect with the z-axis) based on

ray optics.

I
This condition cannot be achieved with a completely offset feed

(e.g., the feed position corresponds to the same x-axis position as

the bottom of the reflector). However, this condition can occur if

the positien of t.se feed moves up on the x axis.

2.3 FEED POLARIZATION CHARACTERISTICS - As noted by several

authors [2, 41, the feed polarization characteristics have a

dominant influence on the far-field cross-polariz3tion character-

istics of the reflector. In this Initial effort, a simple ray

theory model expressed in terms of the three orthogonal Cartesian

coordinates is used to describe the feed polarization character-

istiCs (see paragraph 3.3).
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Figure 3. Feed Ib3ition Versus Reflector, Type ,
(No Blocking Condition)

WUOIE"

Figure 4. Feed Pb31tion Required to Avoid Feed Blocking for a

Shaped-Beam Refl~ector
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3.0 REFLECTOR ANALYSIS PROCEDURE - This section describes an

analysis procedure to calculate the radlatlcn pattern performance

from the shaped-beam, doubly curved reflector. There are a variety

of methods that can be used to calculate the radiation pattern

(e.g., the aperture plane method). Although it does not account for

edge diffraction effects, the current distribution method using the

ptysical optics approximation is a well-eitablished procedure that

yields accurate results near the main beam of the reflector antenna

[16). This procedure also accounts for cross-polarization due to

axial (z-directed) current flows that are not 7ccounted for in the

aperture plane method. However, to accurately calculate the seat-

tered field, the incident field as well as the reflector surface

must also be adequately characterized.

3.1 CALCULATING THE FAR-FIELD PATTERN - The radiation properties

of an antenna can be expressed in terms of a field vector. A more

convenient form, however, is to express the radiation pattern as a

scalar function that is the dot product of a transverse unit vec-.r

and the field vector radiated from the antenna at that observat n

point (figure 5). Mathematically, the radiation field pattern (E)

is expressed (using Silver's [8] notation):

E =B T-Y (5)

where

B constant of proportionality

T far-field transverse unit vector at observation

point 0 '(a refersto the defined angle associated

with the observation point)

field vector at observation point 0
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The field vector (Y) at the observation point can be expressed

as a surface intejýral of the field contributions o. the current dis- .

tribution over the entire reflector surface.

=-4 lRJ exp [+JkooR dS (6)
j~s31

S

F

ILL

Figure 5. Generalized Far-Field Coordinate System and

Field Vector Geometry

where

1 31 current density vector distribution on

reflector surface

kI 27t/A

k = wavelength

2 far-field observation position unit vector

dS a reflector surface differential area

3.2 THE CURRENT 'DENSITY VECTOR - The current density vector can be -

accurately calculated by the physical optics approximation. The

physical optics approximation is a method that calculates the

induced.currents on a metallic conducting surface forming a
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reflector antenna from which the far-field radiation. pattern can

then be computed. The reflecting surface (see figure 1) is usually

divit$'1 into two regions, S1 and S 2 . Region Si is theregion

illuminated by an incident wave of known characteristics (e.g.,

amplitude, phase., and polarization). Region S is defined as the,2
shadow or nonilluninared region (assuming ray theory governs the

properties of the illumination function). As shown in figure 1 S2 '.

is the rear or back of the reflector. The closed curve F, separates

S from 3 The physical optics approximation for the induced1 •*
current on the reflector surface S is:

•I

J 2 (nI x" ) on S, (7a)
31 1 X'inc

and.s2 0 on S2  (7b)

where = unit normal vector on reflector surface S

-9ino =incident magnetic field vector

Thus, to proceed, it is necessary is to describe the incident

field no and the reflector surface parameters (S 1 . 'a , and dS).

The physical optics theory employed in this analysis for a re-

flector antenna assUmes the following conditiond: (1) the reflector

surface is relatively large in terms of wavelengths, (2) the reflec-

tor surface is a perfect smooth conductor with a radius of curvature

exceeding 1or 2 wavelengths, (3) one portion of the reflector does

not shadow another, (4) interactions between reflector- and source.

currents are negligible, (5) the currents at the shadow boundary are

continuous, and (6) mutual coupling Of surface currents is neglec-

ted. It should be noted'that the physical optics approximation does' '

not account for edge diffraction effects, blockage effects, feed

spillover radiation, and actual currents on S2 Therefore, the pro-

cedure may be inaccurate for calculations substantially off the main
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beam. Other techniques such as the geometrical theory of diffrac-

tion must then be used. However, for this application, the accuracy

of the physical optics method is considered more than adequate.

3.3 FEED POLARIZATION MODEL The feed polarization model is based

on a geometrical optics theory model to calculate the current dis-

tribution on the reflector using the physical optics approximation.

The normalized incident magnetic field can be expressed as the

following vector expression:

CO (G t 4 1/2
t = [ x e" exp-Jk] (8)""xno P ' (8)

where C - 2 (Po/fo)1 /1 (Pt/ )1/2 /4-t

total radiated power of the primary feed

Gf( •,•)1/2 = reflector feed illumination amplitude

function ( •t, 4) are the primary feed

field coordinates)

p x radial dimension between feed phase center and

reflector surface position (y, p )

and = illumination electric field polarization unit

vector incident on the reflector

This expression takes advantage of the fact that the incident

magnetir field is orthogonal to the illumination electric field

vector. The polarization of the geometric optics field is constant

along a ray. The incident field polarization at the reflector sur-

face can be calculpted by specifying the characteristics of the

incident wavefront and the polarization of the reflector feed.

Normally, the incident wmvefront is assumed to be spherical so that
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it is possible to express the polarization unit vector simply as

[11, 12, 13, 14):

/• - ~(9) ; .
jx UP x~i

This expression was derived by taking advantage of the fact

that the polarization unit vector Iis orthogonal to the reflector

position unit vector p and assumes that the feed polarization unit

vector •f is coplanar with the polarization unit vector. The feed

polarization unit vector is normally expressed in ter3s of orthog-

onal linear polarizatior. vectors as shown below
4'•-.

"i "vertical" polarization (10a)

f j "horizontal" polarization (lOb)

k "longitudinal" polarization (10c)

Combining each separately with equation (9), the polarization unit

vector for each linear component can be determined.

i•, i (an x'directed or vertically polarized feed), then'

p y +Z -x kvP Vy÷ z (1) ""

if e jf J (a y-directed or horizontally polarized fe ), then

- ixy -kyz (12)2h Vx2 + z2 (12)

If k (a z-directed or longitudinally polarized fed), then

I.-L
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2 2
- ixz - Jyz +k(x2+y ) (13)

e

p x2 2

These feed unit vectors can be furither combined to represent

more complex feeds by proper weighting according to amplitude and

phase (assuming the phase centers are the same). One simple geo-

aetry is the inclined feed (see figure 6) with the feed polarization

vector ^e tilted in the x-z plane by the ,ingle along the x

axis. The inclined feed polarization can be expressed for thAese

conditions as:

ico.31 + k sin (124)

where represents the feed tilt angle with respect to the x-axis.'

As shown, an inclined polarization (z"-directed) feed introduces a , _

longitudinal component along the z-axis. The polarization unit vector

for an inclined feed with the polarization vector in the x-z plane is

1 i(y 2 + 2 ) -Jxy -kyz -ixz-jyz+k(x 2+y2 ) (15)
c CO 3.I.+ .....in;t9

II

Figure 6. Inclined Feed Geometry
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3. 4 THE SURFACE NORMAL UNIT VECTOr/DIFFERENTIAL AREA - The remain-

ing problem is to describe the reflector surface in terms of the

normal unit vector n and describing a differential area dS. lb

accomplish this, it is necessary to express the differential refleo-

tor position vector dO in terms of the independent but nonorthoonal

coordinates y and [ [11]. The differential equation relating do to

y and 13is:

d# do+ dy(16)

Letting M1a)

And (17b)
dY OY (1a

and 7= -dy (18b)
y y

Then d;6 7. do+ I dy (19)
y

where and are the sides Of the differential area dS Whdich is
y

an infinitesimal parallelogram, and ad at
surface tangential vectors. It is now a simple task to express the

normal unit vector ^h as:

(20)
r r

The differential area 43 can be expressed a-,

dS Ix 7I '1 x do d~'y' (21)

To derive the eApressions for the reflector surface normal unit

vector n and differential area dS, it is neo3ss3ry to perform the

vector operations in terms of an orthogonal 'coordinate system such

as the Cartesian. This is quite simple since equations have already

been derived that relate the Cartesian coordinate system to' the y, 1,-'

curvilinear system; thus, ,.-

5.3
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" c• i •x+ J+k 6z
"and. ity = (23)

6y d)Y ay

iF +jF ÷kF.•x " z
Thus =Z(24)

"Fx + Fy + F Z
SV x y

and dS V + Fy, + F ddy (25)

where F (26a)

F 40Z ) ( Z) ( 3x) ( ) (26b)

and F = x (260)

a•x aXe a xs
but +X _ ; (27a)

,Z + - (27b)

Y = • ;(27c)

(27d)

and a- y-- (27e)

The central section derivatives are listed in table 2. The

central section partial, derivatives are common to all three refleo-

tor geometries. The only change in the surface partial derivative

is strip section partial derivatives., Table 3 presents the strip

section partial derivatives.,

3.5 THE FAR-FIELD PATTERN INTEGRAL - Thus, equation (1) can now be

* reexpressed as a double integration or
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L

EC .0) + - -E.( 49 ,0) Bf f Js3(y, I) W(O ,0, y,O)K(O ,0, y,•lpdtpdy

L 1 (~Y) (28)
2.

,J l(y,O,) = current amplitude distribution on the

reflector surface

W( Y, ,y ) vector form factor

and K( 19 ,f, ,y,. ) = phase factor

"where 0t (y)' and 0 2 (y) are the limits of integration of 1 along the

reflector boundary • and L1 is the maximunm horizortal dimension of

the reflector along the y axis.

Tab le 2

"Reflector Central Section Derivatives

IA-70, a =oj

aX• = p, Cos + 11 tan V2 tan (",)l

Pz Co, co [tan ' -It n ti02)1

3.5.1 Far-Field Coordinate System. The far-field coordinate system

"is also expressed in terms of the Cartesian system to perform the.

vector operations. The principal constraint on the observation
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Table 3
Surface Derivative Expression for the Candidate Reflector Geometries
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point is that it remain on a spherical surface about the feed excita-

tion point F so that IRI = constant. The far-fielJ coordinate system

Was chosen to parallel the standard procedures used to measure the

elevation and azimuth patterns of a shaped-beam, doubly curved re-

flector antenna. The elevation pattern is measured in the x-z plane

(corresponding to 0 = 0 degrees) and azimuth planes are measured in

planes perpendicular to the x-z plane at specified values of 0, as

shown in figure 1. Clearly, the cross-polarization component should

be defined with respect to these planes to facilitate comparison with

measured data. The definition of cross-polarization is based on

Ludwig's [15] third definition of cross-polarization which also par-

allels standard antennas range measurement practices.

Figure 7 illustrates and compares the conventional coordinate

system and the modified system used in the calculations. The

modified far-field coordinates can be expressed as [11]:

R = i cos0 sin + j sin + k cos3 os 0 (29)

Z i sin sin 0+ J0cos3 - k ,sino cos'0 (30a)

andi a or

ie i cos - k sin (30b)

3.5.2 Vector Form Factor. 'The vector form factor actually is a

scalar quantity that includes all vector operations not included in

the phase factor. The vector form factor includes the various vec-

tor parameters (the unit normal vector n, the illumination polariza-

tion unit vector ^e, and the far-field unit vector ) that are

incorporated in the integrand. Therefore, the vector form factor

* is:

W( yO) thx p e) x r(31)

"This equation must be separately defined for each feed model and.

far-field vector TA.
5
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Figure 7. Conventional and Modified Spherical Far-Field

Coordinate SysteMs

The vector form factor can be expressed, in six ways ( ( and'0

out-patterns for three orthogonal feed polarizations): (1) 8 -

vertical, (2) h - orizontal, (3) 0 - vertical, (4) *-

horizontal, (5) 1 - longitudinal, and (6) 0- longitudinal. Also,

the vector form factor of a tilted feed is presented.

The 8 - vertical vector- from factor is:

(yF + zF)cos 0' + zFX sin 0'

9v 2 (32)rOvy2+z

The e - horizontal vector form factor is:.

w O [xo8 00 - z sinq 1 (33)
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The 0- verdcal vector form factor is:

vo= ([yF + zFJI sin 0 sin e + F [y cos0

(34)

-z sin *cos e y / + y2

and the 0- horizontal vector form factor is:

W[h X- x'sn s 0z0cos ) F sine

(35)
+ [.zFP + cos 0 } ÷ C +.

The 4 " longitudinal vector form factor is:

xFz cos3 + (xF + yF) sine

WOL 2. y2 (36)

The 0- longitudinal vector form factor is:

yF cos0- xF sin Osin 0+ (xF + yF )sinO0os "
We z Z

x + Y (37)

The vector form factor of a feed tilted in the x-z plane by the angle

;3 with respect to z-axis is basically the weighted combination of

the vertical vector form factor and the lor4gitudinal vector form fac- i%

tor. Thus, the @-longitudinal vector form factor is:

WV
WOincL Wev cos a@3 + WOL sin @3 (38).

and the 0-longitudinal vector fornh factor is: 6

W£noi. : v cos 03 +W sin 3 (39)
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3.5.3 Phase Factor Term. Since the far-field coordinate system has

been defined, the phase factor term K( y ,,, yi,) can now be

expressed as:

K(V 8. y,l) = exp -Jk[ p-x cos0 sin (40)

-y sin - z 0os3cos C
%1%

4.0 COMPUTER RESULTS - The previous equations were programmed in

BASIC on an HP-9826 ccmputer. Several test cases (described below)

were run.

4. 1' ASSUMED ANTENNA PARAMETERS - The reflector feed is assumed to

be a rectangular horn with a pattern based on a rectan ular aper-

ture. Table 4 presents the assumed feed radiation characteristics

for the y-polarized (horizontally polarized) feed and the x'-"

polarized (inclined or vertically polarized) feed. In all cases

studied, the feed beam raximum was pointed toward the mid-point ofa

the angular sector subtended by the reflector.

The basic parameters held constant during the calculations are:

H 121, reflector height

W 20.1and width C" - L 1)
640 (angular sector subtended by reflector

2 1
in x-i plane)

Elevati n pattern - CSC 2 0 from 40 to 400 (defines central .

sectiOl.)

AH 1.8 H : 0.7k (horizontally polarized feed dimensions)

A 0.8?, v : 1.4), (vertically polarized feed dimensions)
v
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Table 4

Assumed Reflector Feed Characteristics

iA-70,7114

POLARIZATION ELECTRIC FIELD ASSUMED

UNIT VECTOR OESTRISJTION PTERN FUNCTION

Y~ E.' "" T I - - ::

2A" 4[

NOTE: Wn ~pcaoo0
gin 4~m' '" 0"-

o'= tan" (I•) ":
/'= .-cc"(zi,4

""W""-

4.2 THE CROSS-POLARIZATION PROBLEM - To illustrate, the principal

and cross-polarization patterns were taken on an elevation angle

strip reflector (H=12A and W=24A ) excited with a vertically polar-

ized, feed completely offset (0 1 = 00, 02 = 640, IP3 = 320). The

reflector central section was. designed to shape the elevation pat- _

terns according ,o a CSC2 function between 40 and 40°. Figure 8

presents the principal and cross-polarization patterns of this re-

flector. Craph a of figure. 8 presents the elevation principal

polarization pattern (0a 0 degrees). Graph b of figure 8 presents

azimuth cut principal polarization patterns at e: 00, 120, 240, and

360. As expected, the beam width increases slightly and the first

sidelobe relative amplitude tends to increase (with respect to the

azimuth pattern beam peak) with elevation angle. Since the near-in
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sidelobes are also a measure of vulnerability of the antenna to

interfering signals, the peak sidelobe level is a useful measure to

compare the cross-polarization level against. Clearly, to assure

that the vulnerability cf the antenna to cross-polarization Inter-

fering signals does not exceed that of principal polarized interfer-

ing signals, the cross-polarization level should not exceed the peak

sidelobe level. As shown in graph a of figure 8,' the relative

cross-polarization patterns produce peak cross-polarization levels

that may be substantially higher than the peak sidelobe.

4.3 REFLECTOR/FEED POSITION GEOMETRIES Computer patterns were

calculated for each reflector geometry discussed in section 2 with

the feed position varied from completely offset (La 0) to a

position physically centered Mla K/12).

Figure 9 presents a comparison of the peak sidelobe and cross-

polarization levels as a function of the elevation angle H and feed

0pola;'ization (vertical and horizontal) for a feed In a completely

offset position 01 = 00, P2 = 640, and P3 = 3I°). As shown, in

most cases, the cross-polarization level exceeds the peak sidelobe

level over most of the elevation sector of interest. In some cases

the difference is in excess of 10 dB.

For a vertically polarized feed, the relative cross-polarization

level increases with elevation arle. (This is the difference between

the peak cross-polarization level and the elevation plane pattern gain

at a specific elevation angle.) Also, a focal point strip reflector ,

tends to produce significantly higher 'cros3.-polarization for a ver-

tically polarized feed near the beam peak. Also, for a vertically

polarized feed the relative cross-polarization level tends to be rela- TI
tively constant over wide regions of, the elevation sector. However, r
for all reflector 'types excited 'wt~h a horizontally polarized feed,

the peak sidelobe level increases in value as the elevation angle

increases from 9 = 00 to the beam peakc and then tends to decrease.

(or level off).
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Figure 10 presents a similar comparison for the same reflector

type but with the feed position moved up such that = -16°", V
0 0 0

48 , and k3 +16 . The feed dimensions are the same as those used

in figure 9. As shown, the cross-polarization characteristics are

noticeably improved. For vertical polarization, the cross-

polarization level over the elevation sector has similar shape char-

acteristics but the relative level is reduced. (However, the peak

sidelobe level also tends to be reduced.) For horizontal polariza-

tion, the effect is most significant since the cross-polarization

level is often below the peak sidelobe level. Of interest are

graphs d and f in figure 10, which illustrate that the peak side-

lobes for both the horizontal strip and focal point strip reflectors

tend to increase with elevation angle while the cross-polarization

level continues tp decrease. The elevation angle strip reflector,

however, produces results where both the peak sidelobe and cross-

polarization levels are comparable over a wide angular sector - a

desirable condition.

Figure 11 presents a similar comparison for the three reflector

t):pes with the feed position moved further up such that -3=

02 = +320, P3 = o Again, the feed dimensions are identical. As

shown, for a vertically polarized. feed (with the exception of the

focal point strip reflector), the cross-polarization level continues

to reduce. However, for the focal point strip reflector, the peak+-

cross-polarization level increases substantially. For a horizon-

tally polarized teed, the cross-polarization level decreases.,to

values substantially below the peak sidelobe level.

4.4 FEED POLARIZATION CHARACTERISTICS - For a paraboloid, it is

well known that if the feed consists of a pair of cross electric and

magnetic dipoles of equal strength, the induced currents combine to

produce zero cross-polarization. While a shaped beam reflector is

much more complex, it is believed that this technique, of combining

electric anl magnetic radiating elementi (but of unequal strengths)
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can be adapted to the shaped-beam reflector. At present,. an inves-

tigation is underway to explore this technique.

5.0 SUMMARY AND CONCLUSIONS - In this study, sevPral design fac-

tors influencing the cross-polarization level were examined. For

0." the reflector surface geometry, it was found that the cross-

polarization performance for the three reflector geometries operat-

ing with vertical polarization was generally poorer than horizontal

polarization for higher elevatior angles. The focal point strip.

reflector tended to have ,significantly poorer cross-polarization

performance for vertically polarized feeds. The more sig,nific-ant

design factor appeared to be reflector feed position. As the feed

position offset was reduced, the cross-polarization level was

greatly reduced.
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PROBE CORRECTION FOR NEAR-FIELD ANTENA MEASUREENTS

Arthur D. Yaghjian
EM4 Techniques Branch

Electromagnetic Sciences Division
Rome Air Development Center

Hansccm AFB, MA 01731

ABSTRACT

To quote Kummer and Gillespie (Proc. IEEE, April, 1978),

"The antenna measurements' problem is now of equal difficulty with

that of design; now the antenna engineer often has to design the

antenna as well as the method of measurement." In addition they

state that "The near-field technique may well become accepted as

the nost accurate technique for the measurement of power gain and
-of patterns for antennas that can be accatoudated by the measuring

"apparatus." However, in order to accurately determine the far

fields of antennas from near-field measurements, one has to

correct, in general, for the nonideal response of the measurement

"probe. In this paper we review planar, cylindrical, and spherical

scanning; Iand show how probe'correction can be introduced as a
simple modification to near-field scannincg with ideal dipole

probes that measure the electric or magnetic field at a point.

Data sampling spacing,' efficient ccmputational methods, and

experimental errors involved with near-field measurements are alA

discussed.
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1. BRIEF HISTORY OF NEAR-FIELD SCANNING .6

The developrent of near-field scanning as a method for

measuring antennas can be divided conveniently into four periods:

the early experimental period with no probe correction

(1950-1960), the period Of the first probe-corrected theories

(1961-1975), the period in which the first theories were put into

practice (1965-1975), and the period of technology transfer

(1975-1984) in which 35 or more near-field scanners were built

throughout the world.,

1.1 Early Experimental Period (No Probe Correction)

Probably the first near-field antenna scanner was the

"automatic antenna wave-front plotter" built around 1950 by
1Ba ett and Barnes of the Air Force Cambridge Research Center.

Alti:ough they made no attempt to compute far-field patterns from

their measured near-field data, Barrett and Barnes obtained

full-size maps of the phase and amplitude variations in front of

microwave antennas. Woonton measured the near tields of
2

diffracting apertures and critically examined in his 1953 paper

the assumption that the voltage induced in the probe is a measure

of the electric field strength. Richmond and Tice3 in 1955

experimented with air and dielectric-filled, open-ended

rectangular waveguide probes for measuring the near fields of

microwave antennas, and compared calculated far fields with

directly measured far fields. For an X-band cheese aerial, Kyle

(1958)4 compared the far-field pattern obtained e..rectly on a

far-field range with the far-field pattern canputed from the

near-field amplitude and phase as measured by an open-ended

circular waveguide. In 1961 Clayton, Hollis, and Teegardin5 ' 6

canputed the principal far-field E-plane pattern for a

14-wavelength diameter reflector antenna from the amplitude and

phase of the near-field distribution., They obtained good

agreement with direct far-field measurements over the mainbeam and
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first few sidelobes.

1.2 First Probe-Corrected Theories

All of the experimental work of the early period

assumed basically that the probe measured a rectangular component

of the electric or magnetic vector in the near field. Some early

theoretical work7-9 applied approximate correction factors in

order to account for the finite size and near-field distance of

the measurement probe. In 1961 Brown and Jull1 0 gave a rigorous

solution to the probe correction problem in two dimensions using

cylindrical wave functions to expand the field of the test antenna

but plane waves to'characterize the probe. However, it wasn't

until Kerns reported his plane-wave analysis in 1963 that the

first rigorous and complete solution to the probe correction

problem in three dimensions, became available. Kerns's NBS
12monograph , which provides a comprehensive treatment of the

"Plane-Wave Scattering-Matrix Theory of Antennas and

Antenna-Antenna Interactions", is the definitive work on the

theory of plan.r near-field scanning.

Probe-campensated cylindrical near-field scanning was
13extended to three dimensions in 1973 by Leach and Paris of the

Georgia Institute of Technology (GIT)., Charactarizihg the probe

as well as the test antenna by cylindrical wave functions, they

developed the theory, presented sampling criteria, and performed

measurements on a slotted waveguide array to verify their
tehcnique. Later, Borgiotti 1 4  using a plane-wave representation

10for the probe (as in the original paper of Brown and Jull ), and
15

Yaqhjian using a uhiform asymptotic expansion of the Hankelr

function, derived an approximate probe correction for cylindrical

scanning that' approaches the simplicity of the planar probe

correction.'

The probe-corrected transmission formula for near-field
Jne16

scanniTig in spherical coordinates was derived by Jensen of the

5.5
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Technical University of Derark (TUD) in 1970. However, the

transmission formula could nwt be "deconvolved" in practice to L

obtain the required spherical mode coefficients of the test

antenna until Wacker's NBS report of 197517. In this report, he

showed that the use of a circularly symmetric measurement probe

allowed deconvolution th.cough orthogonality of the spherical

rotation functions with respect to (, 4). Wacker also proposed

the use of a fast Fourier transform scheme18 to compute the

problematic - integrals. This scheme was later streamlined and

made more efficient by Lewis 19 and Larsen 20 " An excellent account L
of probe-corrected spherical near-field antenna measurements at

TUD may be found in Larsen's thesis.
Wo21 has developed an alternative spherical scanning

technique using a Huygens probe that samples an assuned locally'

plane-wave field. Recently, Yaghjian22 has derived a simplified

probe-corrected spherical transmission formula in terms of

conventional vector spherical waves. This alternative z

transmission formula, which is free of rotational and

translational addition functions, can be deconvolved by means of

the familiar orthogonality of the vector spherical we~es.

Yaghjian also suggests a direct ccmputation scheme for evaluating

the 40.integrations.

1.3 Theory Put into Practice

The first probe-corrected near-field 'measurements were

concted at the.National Bureau of Standards in 1965 using a

lathe bed to scan on a plane in front of a 96 wavelength pyramidal

horn radiating at a frequency of 47.7 GHz. For more than 10 years

following, probe-corrected near-field scanning was confined to

planar and cylindrical scanning at NBS24-26 and GIT, 2 7 ' 1 3 ' 6 where

near-field measurenents began around 1970. During that period

planar near-field scanning matured at these two laboratories to a

fairly routine measurment procedure for directive antennas
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operating at frequencies from less than 1 GHz to over 60 GHz.

Sampling theorems were applied to determine data point spacing,

automatic computer-controlled transport of the test antenna and

probe was installed, lasers were used to accurately measure the

position of the'probe, and upper-lxxind theoretical as well as

experimental and computer-simulated error analyses were performed.

Table 1 lists some representative antennas that have been measured
28at NBS

.1.4 Technology Transfer

The development of near-field measurements seems to

have anticipated the advent of specially designed antennas not

well suited to measurement on conventional far-field ranges.

During the first ten years of development, near-field antenna

measurements were confined to the laboratories of NBS and GIT.

The la kt ten years have seen a much wider interest that includes

private industry, as the appeal, but more often the necessity of

near-field techniques for measuring certain antennas has

stimulated the construction of 35 or more near-field scanning

facilities throughout the world. Figure 1 lists a few' C these

near-field facilities and their completion dates (second

generation dates for NBS and GIT) along with, a chart of their

maximun dimension and frequency capability. 2 9 AXl the facilities

listed in Figure I use the planar, cylindrical, or spherical

scanning methods described above, except the Jet Propulsion
Laboratory (JPL), which takes planar near-field data on a polar

grid rather than on the usual rectangular grid.' Like cylindrical

scanning, plane 'polar scanning requires the probe to move only on

a single linear, track. However, no convenient sampling theorem

with uniform spacing,nor computer algorithm as efficient as the

direct fast Fourier transform has been developed for the radial
direction of plane-polar scanning. 3 1 ' 3 2

It would be naive to think that the interest in and
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proliferation of near-field measurarent facilities has stemmed

solely from an objective evaluation of the scientific merits of

near-field techniques. The theory, measurements, and computer

programming required to accurately characterize antennas by

near-field scanning is considerably more extensive than for

conventional far field measurements. Thus there has been a

natural tendency to avoid near field techniques, often in spite of

their advantages, whenever more familiar far-field techniques can

be applied.

The recent interest in near-field measurements has been
generated primarily by the development of modern, specially

designed antennas that are not easily measured on convertional far

field ranges. These antennas include electrically large antennas

with Rayleigh distances too large for existing or available

far-field ranges; physically large antennas which are difficult to

rotate on conventional antenna mounts; array antennas with many

elements that can be conveniertly interrogated by near-field

scanning; millimeter wave antennas that may experience 'high

atmospheric noise and absorption, especially in inclement weather;
antennas with complex far-field patterns for which extensive

far-field amplitude (and possibly phase) data is required;

delicate antennas that experience high stress and 'strain under

certain rotations or changes in temperature and humidity,. and that

may require counter balancing and measurement in a controlled,

environment; non-reciprocal antennas that nmust be measured in the

transmitting mode and thus may produce excessive ground

reflections on a far-field range; classified antennas that must be

neasured in a secure enviroiment; HF aircraft antennas (3-30 M/z)

whose image fields interfere with their free-space patterns being ,_.

measured directly in the far field; and finally antennas with

sidelobes too low to be accurately measured on conventional far

field ranges. The possibility of measuring, ultralow sidelobe
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antennas using planar near-field measurements was discussed by

Grimm33 at the Allerton Symposiun of 1982.

2. NEAR-FIELD THEORY

A reasonable understanding of the theory of near-field

measuremnts is a prerequisite to a successful near-field antenna

measurements program. Although not everyone involved in

near-field antenna measurements needs to be proficient in the

theory, there should be at least one member of the tean who gains

a competent and versatile knowledge of the theoretical formulation

on which the near-field measurements ate based.

The references hereinbefore form a substantial bibliography

from which planar, cylindrical, or spherical near-field theory can

be studied. A few additional references may prove helpful. Kerns'

"translation"34 of the plane-wave scattering matrix theory of

antennas to the measurement of acoustic transducers comprises a

streamlined, pedagogical development of planar near-field scanning
35and extrapolation techniques. The short papers by Kerns et al.

in Electronics Letters 36 ' 2 4 shoul'3 also be consulted for a briefS37
oescriptIon of planar near-field analysis. The review paper-

from GIT applies the Lorentz reciprocity theorcm rather than a

scattering-matrix approach to derive the probe-cam.enated planar

transnission formula. Appel-Hansen38 has recently given a useful

review of the theory of probe-corrected lanar, cylindrical, and

spherical near-field measurements. He provides a unified vector

spherical wave notation and adepts the rce scattering matrix

approach of Yaghjian.1 5 Yaghjian39 can lso be referenced for

methods to efficiently compute the mutua near-field coupling of

two antennas arbitrarily oriented and se arated in free space.

2.1 Regions of the Near Field'

Figure 2 depicts the regions in ta which the external

fields of a radiating antenna are ccamon y divided. The antenna

radiates into free space as a linear sys em with a single mode of
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excitation and with the single-frequency time dependence of exp

fl'). The antenna is assumed ordinary in the sense of not being

an extraordinarily highly reactive radiator (such as a highly

supergain antenna). Another example of a "super-reactive" antenna

would. be one formed by a number of multipoles located at a single

point in space.

The far-field region extends to infinity, and is that

region of space where the radial dependence of electric and

magnetic fields behaves approximately as exp( ikr)/r. The inner

radius of the far field can be estimated from the general

free-space integral for the vector potential and is usually set at

2D2 /A + A for nonsuper-reactive antennas. The added A covers the

pcssibilit-, .)f the maximum dimension D of the antenna being

smaller than a wavelength. For the mainbeam direction this

"Rayleigh distance" can often be reduced. However, in the

directions of nulls or very low sidelobes the far field may not

accurately form until considerably larger distances are reached.

The free-space region from the surface of the antenna to

the Rayleigh distance is referred to as the near-field region. It

is divided into two subregions, the reactive and radiating near

field. The reactive near-field region is cammonly taken to extend

about X/"ir ram the surface of the antenna, although experience

with near-field measurements indicates that a distance of a

wavelength ( A ) or so would form a more reasonable outer boundary

to the reactive near field.

The reactive near field can be defined in term of

'planar, cylindrical, or spherical modes.. However, a simpler,

physically appealing, general method defines the reactive region

of antennas directly fra Poynting's theorem and the vector

potential. one ca-. stxyw that the resistive and reactive parts of

the input impedance of an antenna are proportional to the real and

imaginary parts of the complex Poynting's vector integrated over
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an arbitrary surface surroundinq the antenna. Thus, wherever the

electric and magnetic field vectors are predaninantly out of

phase, the Poynting vector will contribute mainly to the reactive,

part of the input impedance. Taking the curl of the vector

potential integral once to get the magnetic field, a-id twice to

get the electric field shows that the electri- 3nd magretic fields

tend to be predominantly out of phase in req.ns within a

wavelength (A ) or so of the antennr. Beyty . distance of about

a wavelength from nonsuper-reactive antenna.:, the electric and

magnetic fields tend to propagate predamiriantly in phase, but, of

course, do not exhibit exp(ikr)/r dependence until the far field

is reached. This propagating region bet,.1een the reactive near

field and the Rayleigh distance is called the radiating near

field.

Finally, the optical terms, nFresnel and Fraunhofer

regions," are sanetimes used to characterize the fields of -"

antennas. The term "Fraunhofer region" can be used synonymously

with the far-field region, or to refer to the focal region of an

antenna focused at a finite distance. The Fresnel region which

extends fran about (D /Z 02 + A to, the Rayleigh distance, is

the region up to the far field in which a quadratic phase

approximation can be used in the vector potential, integral. Ilie

esnel region is a subregion of the radiating near-field region..
2.2 Scanning with Ideal Probes on Arbitrary Surfaces

Assume w had ideal probes that measured the electric

and magnetic fields tangential to an arbitrary surface S enclosing
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the test antenna, as shown in Figure 3. Then the fields outside

S, and in particular the electric far field, is given by the

vector Kirchhoff integral of the measured equivalent electric aod

magnetic currents, also shown in Figure 3. Although the vector

Kirchboff integral for the far field is fairly simple in form, it

requires not only calibrated, ideal probes, but also the

measurement of both the tangential electric and magnetic fields

over the surface S. In addition, the integral generally takes a

relatively large caiputer time compared to planar or cylindrical
3scanning (proportional to (ka) ) to obitain one cut in the

far-field pattern, where a is the radius of the. sphere

circumscribing the test antenna.

,Cne can derive a modified vector Kirckhoff integral for,

the electric or magnetic field outside S in terms of the measured
°-.."..4,

tangential electric field alone or the measured tangential

magnetic field alone. Figure 4 gives the formal expression for

the electric field outside S in terms of Lhe measured electric
field tangential to S and the dyadic Green's function r,. However, i-:

is impractical to find unless S supports orthogonal M and N

vector wave functions. There are six coordinate systems that

support M and N vector wave solutions,40 but just three of these -

the planar, cylindrical, and spherical - offer memanically
convenient scanning surfaces with simple orthogonal functions.

2.3 Scanning with Ideal Probes on Planar, Cylindrical, and

Spherical Surfaces

The planar, cylindrical, and spherical scanning surfaces

are pictured in Figure 5 along with the electric field represented

by the ccmplete set of M and N e'igenfunctions. After the

amplitude and phase of the tangential electric field is measured

over the scanning surface S, one finds the unkno•i transmitting

modal coefficients (TO TV) of tUe antenna under test by means of

the orthogonality integration given in Figure 5.
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The specific eigenfunction cxpwasions for planar,

cylindrical, ancA spherical scanning, along with their inverse

orthogonality .integratL-ons fLor tuw Lraru--issi cxef f icients are .

given in Figure 6. Again note that for.each coordinate system,

the desired traianission coefficients are determined by a

straight-forward double integration of the measured tangential

electric field over the scan surface. The cylindrical and

spherical wave functions (M,N) shown in Figure 6 depend only upon -"O

and 8 , respectively. Their explicit expression in terms of

Hankel functions and associated Legen&-e polyninials,

respectively, can bededuced by comparison with similar

expressions in references 15 and 22.

The ideal-probe planar formulas in Figure 6 as well as

the probe-corrected planar ý'ormulas in Fiqure 8 apply, to scanning

in rectangular coordinates. Transnission formulas for plane-polar -

scanning may be found in references 30-32.

2.4 Probe Correction for Planar, Cylindrical, and Spherical

Scanning

The nonprot, - rected traryt..ssion formulas and their

inversions shown in Figure 6 merely irvolve the familiar planar,

cylindrical, and spherical wave functios of traditional
41electromagnetic theory4. Unfortunately, ideal probes that

measure the electric or magnetic field at a point in the near

field do not exist in practice. Thus, for accurate near-field.

measurements oie must correct for the nonideal receiving response

of the probe. For planar scanning, probe correction is necessary

to obtain accurate values of the far field of the test antenna

outside the nainbeam region, regardless of how far the probe is

separated tran the test antenna. With plaar scanning the probe

remains oriented in the same direction (usually parallel to the

boresight direction of the test antenna), and thus samples the

sidelobe field at an angle off the boresight direction of the

560

•. . . ..F,.



probe. Planar probe correction simply conersates for this

off-boresight sampling by the probe of the plane waves radiated by

the t--st antenna. For cylindrical scanning, the s&ite ar.& ent can

be a-plied in the axial scanning direction to explain why probe

correction is necessary for cylindrical near-field mnasurcmants,

regardless of the separation distance between the test and probe

antennas.

For spherical scanning, the pr-ite al-xavs rints toward

the test antenna, and thus proýbe correctio-n bec.. unnecessary if

the scan radius becowes largeo enochg. H"-ew.r, ior z-pherical

near-field .masrements within a few diaq-terc of the test

antenna, prc-be correction is rrquired to ,'.,tain ac-¢•ý-ate far-field

patterns. Figure 7 shows the far-field pattern ccmputed fram

unprobe-corrected spherical ,ear-field ýLa taken at two scan

radii from a 25 wavelergth, X-band 4rrzy." Canparison with the

solid pattern obtained from protc-co.-.:cu ted planar near-field

measurements shows t•at failuri t, correct for the effect of the

probe cn spherical near--Kie'u data broadens the nmainbeam and

Smo-x~ths out the sidel,*-.. Tte koadening of the far-field

mainbeam can be exp....- by the effective mirirowing of the
near-field team t tvi nonideal pcobe re-ce'ving from further off

its boresight iir-. -tion the further It chits from the center of the

near-field beer.., A similar .:s..-' •; of the far-field pattern

fram effective near-'iecd ,se.e: zurs in the azimuthal

patterns camputcd fr:.or ucr'me't . cylindrical near-field data as
43

The prote-convecýd ttansnission formulas for planar,

cylindrical, and spherical scanning can be found in the relevant

r*erences given herein. Reference 38 summarizes the

probe-corrected transmission formulas for all three scanning

geametries. Fes6ently, a way has been found to express the

probe-corrected transmission formulas for planar, cylindrical, and
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spherical scanning as a simple modification of the

nonprobe-corrected formulas.44 22 By defining the vector output

of a probe as its response in the two orthogonal orientations

required for planar, cylindrical, or spherical near-field

measurements, the probe-corrected formulas become similar in form

to the uncorrected formulas of Figure 6. Specifically, these

vector probe-corrected formulas shown in Figure 8 can be obtained

fran the ideal-probe fotmulas of Figure 6 by first replacing the

measured tangential F-field with St , the vector response of the

arbitraxy probe, then ve'tcr multiplying the unknown transmission,

coefficients of the test antenna by the receiving coefficients of

the probe. Cnce the receiving coefficients of the probe are

obtained fram the far fields of the probe, the probe-corrected

near-field formu1las reduce to the simplicity and familiarity of

the uncorrected electric field formulas in planar, cylindrical,

and spherical coordinate systems.

The only restrictive assumption in the theory leading to the

probe-corrected formulas is that multiple reflections between' the

probe and test antennas are negligible. For spherical scanning,

the fields of the probe are assumed to have first order azimuthal

dependence only.

2.5 Expressions for the Far Field

After the transnission coefficients of the test antenna

are computed from the double orthoqonality integrals of the

measured data (and probe correction is applied, if necessary), ,the

amplitude and phase of the electric field outside the test antenna

can be computed from its modal expansions given in Figure 6.

Usually, the far- fields of the test antenna are of primary

concern, and thus they are shon explicitly in Figure 9 for each

of the three scanning gecmetries. The far fields are determined

fran the transmission coefficients of the test antenna directly

for planar scanning, by a single sumiation for cylindrical
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scanning, and by a double summation for spherical scanning. And,

of course, the far-field patterns (co-polar and cross-polar),

polarization (zxial ratio, tilt angle, and sense), directivity and

gain of the test antenna derive directly from the electric or

magnetic far field. The gain and directivity functions obtained

from near-field measurements can be used to determine the ohmic

losses of antennas.

3. SAMPLING THEORE24S AND EFFICIENT ME'. !ODS OF CCMP)IATICN-

Richmornd and Tice,3 in the earliest papers (of which I am

aware) that comted the far-field pattern from near-field

measureients (nonprobe-corrected), assumed separable near fields

because as Ri ctond3 b states, -while ,the solution may be simple in

principle, in practice the numerical caoputation is tedious and

may require the use of large computers." Kyle 4 also mentioned

that compucing the far field from the near-field data of

electrically large antennas would be *difficult" on the computers

available in 1958. These early stateiments of Richmond and Rice,

and Kyle emphasize the important role that high speed computers,

fast Fourier transforms, and rigorous sampling theorems have

played in the development of near-field techniques.

3.1 Sampling. heorais g
Before the far fields can be determined from the

expressions in Figure 9, the transmission coefficients must be

evaluated from, the double iatstrals in Figure 8 (or Figure 6 :or

no probe correction) of the measured near-field data. Probably

the simplest way to evaluate the integrals. is to replace .them by

summations over constant incrieents in &4xY , A* h , and A#A&

for planar, cylindrical, ,and spherical measur•,ents. Ordinarily

this use of the elementary rectangular rule of integration would

be an approximation that introduced computational errors unless

the sample increments approached zero. Fortunately, the

transmission coefficients can he shown to be bandlimited for
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ordinary (nonsuper-reactive) antennas, and thus modern sampling

theorems45 can be applied to prove that. the conversion of the

integrals to summations introduces no error (or negligible error

since real antennas are not quite perfectly bandlimited) if the

sample increments are chosen less than a given finite value.

Specifically, for planar scanning the (Aa Obecanes

negligible a little beyond Aý;A j A and thus the sampling

theorem yields the maximum data point spacing of Ax z AYz A/2.

For cylindrical scanning the Tji•are bandlimited by

tA in and 't'(-K*X) in vn to allow the sanple spacirg of 6i-A/i

and A4z[/2(dtJ The brackets indicate the largest number. equal to

or smaller than the bracketed number, that divides 2w into an

integer number of divisions. For spherical scanning, theT are

bandlimited by&(..* in both m and +n, to give identical uLnular

sample incremetnts of 4#A:A2& ]. Actually the sampling

theorem applies only approximately to the direct &- integration of

spherical scanning because the limits of integration span Tr

rather than 21 .22. A alternative Fourier transform method1 has

been developed by Wacker 1 7 , Lewis 1 9 , and Larsen20 that avoids this

extra, albeit slight, approximation.

Figure 10 summarizes the sampling criteria for the three

conventional scanning surfaces as well as for plane-polar

scanning. A question mark attends the sample spacing of .V' for

the radial direction because no sampling theorem with uniform

spacing has been derived for the radial functions of plane-polar

scanning. The sampling theorem and Fourier transform have been

applied indirectly to the radial integration but only for

nonuniform sample spacing.31,32

one of the attractive features of spherical scanning is

that the angular sampling increments remain the same for all scan

radii. Thus, as one scans further fran the antenna the linear

distance between data points beccmes larger to keep the total
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required sample points at the fixed number )2 . Similarly,.

the angular sampling increments of cylindrical and plane-polar

scanning are independent of the. scan radius. However, for the

axial sampling of cylindrical scanning, the radial sampling of

plane-polar scanning, and the xy rectangular sampling, the data
point spacing must remain at k/z regardless of how large a

separation distance between probe and test antenna in order to
sample the rapid phase variation 'the probe encounters in the

sidelobe region. Of course, if the far. field is required only
near the mainbeam direction, the sampling increments for all of
the scan techniquL-s can usually be increased without introducing

serious aliasing errors.

3.2 Efficient Methods of Ccmantation

Sampling theorems have converted the deconvolution
intnrals (shown in Figure 8 or 6) for the transmission

coefficients to double summations and have provided convenient
criteria for the data point spacing. (In practice, the infinite

limits of integration in the planar and cylindrical cases are
replaced by the finite limits of the scan surface.) For large

.ntennas the plane rectangular summations take a computer time
proportional to(4) for one cut. (one A,~ or A.) in the

far-field whether or not the fast Fourier transform (FFT) is used.
With the FFT the entire planar far field can be camputed in a time

proportional to (ka) log 2 ka. Similarly, the cylindrical
*2summations take a canputer time proportional to (ka) for one

azimuthal cut in the. far .field, and proportional' to (ka) 2 lo2 ka
for the entire far field using the FFT.

As Figure 9 shows, with spherical scanning all the

transmission coefficients are required, in general,' for just one
cut in the far field. In addition, the double simuations in

Figure 9 and in Figure 8 for the transmission coefficients take a
canputer time proportional to (ka) 3 whether summed directly2 2 or,
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using the FFT. 1 7 '1 9 '2 0  Similarly, the plane-polar computation of

the transmission coefficients takes a camputer time proportional
3 30to (ka) using the Jacobi-Bessel functions and proportional to

(ka) 2 log2 ka using the "quasi-fast Hankel transform" (FfT)

for one or more far-field cuts. The FHT requires nonuniform data

spacing, however.

The computation times on a Cyber 750 for planar,

cylindrical, and spherical scanning are displayed in Figure ll.

All the computer times remain quite manageable even for

electrically large antennas, except for spherical scanning and

plane-polar scanning with uniformly spaced data points. C ernpter

times for these two techniques quickly grow into the hours for

antennas larger than 100 wavelengths in diameter. And, of course,

on most mini-camputers, the computations for any of the techniques

would take considerably longer than on the Cyber 750.

In applying the FFr to conventional plane-rectangular

measurements, one must consider the resolution one wants in the

far-field pattern. A straightforward application of the FFT to L
near-field data taken at the usual A/2 data point spacing

specified by the sampling theorem generates output at points too

widely spaced to smoothly resolve the far-field pattern. For

single cuts in thep faD-f-.eld only a 1-dimensional FFT is required,

and one can increase the resolution (i.e., decrease the distance

between far-field points).merely by "zero-filling" the near-field

data. Unfortunately, sufficient zero-filling of a 2-dimensional

FFT that generates the entire far-field of an electrically large

antenna may require more central memory than most computers

provide. To obtain the complete highly-resolved pattern in such

cases, one can resort to computing the discrete double Fourier
3transform Jirectly in a time proportional to (ka) , or if this

computer time i3 prohibitive, one can use an off-line version of

the 2-dimensional FFT.. Off-line (mass-storage) versions of the q
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FFT are readily available or can be programmed straightforwardly

starting with a 1-dimensional FFT algorithm. Typically,

mass-storage versions of the FFT take an ivput/output time roughly
- ..- 47equal to the central processing time.

.i\%

4.. EXPF.RIMEN•hL OMRS -.L

The theory of near-field antenna measurements applies

rigorously to linear antennas radiating or receiving in a single
mode at a fired frequency, and satisfying Maxwell's equations in

free space. The antennas may be nonreciprocal and lossy, .

lossless, or "gainy." The only restrictive assumption involved in

the theory of probe-corrected near-field measurements is that

multiple reflections between the probe and test antennas are
negligible. Howev-.r, in practice experimental errors limit the
accuracy of near-field techniques. Iný addition to the multiple

reflections, the experimental measurements will introduce probe

positioning errors, instrumentation errors, and for the planar and

cylindrical scanning geometries, finite scan errors. Errors are

also introduced by uncertainties in the far-field pattern of the

probe and in the measurement of, the insertion loss between the

test antenna and prcbe when absolute gain is required. (If sample

spacing and ciaputer accuracy are adequate, aliasing and
conputational errors will be negligible compared to the

experimental errors.) as at

Upper-bound error analyses2, as well as computer
simulations,26b'48 have been performed for determining the .

accuracy of the far field obtained fran planar near-field

measurements. Comnputer simulations have also been performed for
. 49 16,50cylindrical and spherical near-field scanning, but an

analytical treatment of upper-bound errors for near-field i.

measurements on a cylinder and sphere remains outstanding.

The relative importance of the various near-field measurement
errors upon the far field depends, of course, on the antenna under
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test, the frequency of operation, the measurement facility, and

the probe. However, the results of the planar upper-bound error
26analyses show that for typical microwave antennas and planar

near-field testing facilities, three or four sources of error

daninate: finite scan area, z-position of the probe, receiver

nonlinearities in measuring the near-field amplitude, and

sometimes, multiple reflections.

The effects on the far field of limiting the planar

measurements to a fin'e scan area are small for highly directive

antennas well within the "solid angle", formed by the edges of the L
test antenna and the edges of the finite scan area. Outside this

solid angle, the far fields cannot be relied upon with any

confidence. Although for very highly tapered near fields this

solid angle can be extended somewhat. 49

The z-position inaccuracies, i.e., the deviation. fran
planarity of the probe transport over the scan area, can produce

relatively large errors in the sidelobe levels of the far field.
Variations in the z-position of the probe produce corresponding -

variations in the near-field phase. Thus, large errors in the

sidelobes occur in the far-field directions corresponding to the
predominant spacial frequencies of the deviations in z-position

across the scan area. In the mair!beamh direction, the effect of
z-positioning of the probe is much less critical - the reduction

in gain being given by ?72 , the familiar Ruze relation. 5 1' 2 6a

The errors in the sidelobes caused by inaccurate z-positioning can

be reduced by measuring the deviation of the probe from the scan,
52-plane and correcting the near-field phase proportionately. It -

should also be mentioned that receiver phase errors generally have
a much smaller effect on the far field than phase errors caused by

inaccurate z-positioning, because typical receiver phase errors
are negligible at the maximum near-field amplitude and increase

monotonically with decreasing amplitude.2'
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Receiver ncrnlinearities in the measurement of near-field

amplitude, however, can cause significant errors in the mainbeam n __

and sidelobes of the far fields. For example, a receiver

nonlinearity of'+ .02 dB/dB can produce several tenths of a dB

e.-ror in gain, and a several dB error in a 35 dB sidelobe of a

typical microwave reflector. Fortunately, these receiver

amplitude errors can be greatly reduced by calibrating the
receiver with a precision attenuator and applying the calibration

curve to thl. near-field dnta.
"i.ipz c•ntribution to the output of the probe frao the multiple

reflections can be estimated by changing the seperation distance'

between the probe and test antenna and recording the amplitude

variations that occur in the received signal wi th a period of

about A /2. If multiple reflections prove significant, they may
be reduced by the judicious use of absorbing material, by

decreasing the size of the probe, by increasing the probe

separation ,distance,. by averaging the far fields computed from the

near-field data taken on scan planes that are separated by a small

fraction of a wavelength (say A/B), or by usirg specially designed

probes that filter the mainbeam and accentuate the sidelobes. 3 3

Finally, the upper-bound error formulas26 should be applied

with discretion. The, are dependent upon underlying (usually

explicitly stated)-assumptions that are satisfied by most antennas

and--near-field measuzament conditions, but which may be either
violated or relaxed in certain circumstances. rciý example, it is
well-known that phase errors introduced into Lhe main near-field

beam of directive antennas cause a reduction in the computed, on-

axis gain.51,26a However, this gain reduction applies to
near-field beams of 'uniform phase and will not hold for antennas
with variations in their phase if the phase errors occur in just -

the right places and with just the right values to eliminate the

original phase variations, Although this conjunction of phase
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variations is highly unlikely, its possibility of occurrence is

revealed fran an examination ot the error analyses. 26

Mien the underlying assumptions can be relaxed, lower

upper-bounds can usually be obtained. For example, an estimate of

the specific z-position errors for a particular measurement

facility allows one to estimate their effect upon far- field

sidelobes more accurately than with the general upper-bound
26expressions.

5. CCNCwSICNt
The theoretical development of near-field antenna

measurements extends fran classical Maxwell's equations to the

sophisticated use of modern sampling theorems. The near-field

measurement system cambines the traditional methods of far- -ield

amplitude measurements with modern techniques for measuring phase,

and for accurately monitoring and controlling the position of the

probe and test antenna. The camputation of the far field fr.;i the

measured near-field data involves both conventional summation and

highly efficient, two-dimensional FFT algorithms. In short, a'

successful near-field measurement program is founded upon tCiis

balanced triad of classical and modern electrmiagnetic theory,

measurement, and canputation.
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MAJOR DIMENSION
ANTENNA TYFP FREQUENCY (GHz) IN WAVELENGTH GAIN (DB)

HORN LENS 48.0 90 47.0

CONICAL HORN (JFL) 8.0 .6 22.08

CASSEGRAIN REFLECTOR 60.0 91 46.5

LB•SARRAY 9.2 S23 34.0
(CONSTRAINED LENS)

PHASED ARRLAi 8.4 17 21.5
(VOLPHASE)

PHASED ARRAY 7.5 15 30.5

DIPOLE ARRAY 1.4 5 20.3
FAN BEAM RADAR 9.5 58 30.0

(LINEAR t CIRCULAR
POLARIZATION)

Ku-BAND REFLECTOR 14.5 60 42.0

Ku-BAND ARRAY L.00 50 40.0
(PENCIL & FAN tEA.M)

SHAPED BEAM, C.P. 4.0 20 27.5
(ARRAY FED REFLECTOR)

MICROSTRIP ARRAY 1.5 27 30.0

PARABOLIC REFLECTION 1.5-18 15-183 26-47
COMPACT RANGE REFLECTOR 18 .55 216 g 870 -60.0

Table 1.. List of some representative antennas measured
on NBS near-field facility.
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ABSTRACT

An -innovative technique has been developed for accurately measuring

very low sidelobe antenna patterns by the method of planar near field probing.

The technique relies on a new probe design which has a pattern null in the

direction of the test antenna's steered beam direction. Simulations of the

near field measurement process usingsuch a probe show that -60dB peak side-

lobes will be accurately measu'ed (within established bounds) when the cili-

brated near field dynamic range does not exceed 40 dB. The desireable

property of the new probe is its ability to "spatially filter" the test

antenna's spectrum by reduced sensitivity to main beam ray paths. In this

way, measurement errors which usually increase with decreasing near field

signal level are minimized. The new probe-is also tneorized to have improved

immunity to probe/array multipath. Plans to use the new probe on a modified

planar scanner during tests with the AWACS array at the National Bureau of

Standards will be described.*

*Work reported herein Is being performed as part of'an on-going exploratory
'evelopment for the Office of Naval Research under contract N00014-83-C-0671.
The Planar Near Field Scanner at the National Bureau of Standards has been
provided as a government-furnished'facility for this investigation under the
Defense Small Buiness Advanced' Technology (DESAT) program, phase II.

590



1.0 INTRODUCTION

Planar Near Field (PNF) scanning continues to be widely used for

etficient and convenient pattern testing of large microwave antennas. However,

new requirements to measure very low sidelobe level patterns has forced

designers of PNF facilities to include sophisticated and expensive calibration

techniques and instruments within tt;eir facilities. This paper descr-ibes a

new probing technique which is capable of minimizing the effects of most NF

measurement errors which are known to degrade the desired far field (FF)

sidelobe pattern. A NF probe has been designed and built to point a single

pattern null in the direction of the test antenna's ma!nbeam. Simulations of

NF data acquired with the new probe, Fourier transformed and then probe-corrected,

show the resulting FF sidelobe spectrum to be more accurately mcasured than with

a standard probe. Actual tests with the new probe when measuring the AWACS

array antenna are presently under way.

2.0 PROBE COMPENSATED NEAR FIELD MEASUREMENTS

Many good references exist which describe probe compensation processing

for near field scanning on planes, cylinders, and spheres (1,2,31 . For

planar scanning, Kerns first showed that the probe may be considered to be a

spatial filter whose weighting effects in the NF measurement plane can be

compensated (removed) in the spectral domain only if the probe's FF pattern

were adequately known a'priori (4]. In this paper, we use the formulation of

Paris whc applied a reciprccity relation to define the volta¶e response of

d simnple probe, receiving in the NF of a teit antenna (see Figure 1) (5]

-If measurements. are made -on the NF surface SL, then by reciprocity the

raciated. plane wave spectra of the probe and test antenna are Fourier related

to the probe's voltage response when it is iocated at an arbitravy NF sampling

point, by.
k "JzZ -J'kXx 0o+k yyo)

V(x'oyZo) J(kr. e )e dkxdky (1

Here A is the vector plane wave spectrum of the test antenna which we seek,

Sis the probe's spectrum known by independent measurement, and both are

evaluated at wavenumbers:
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kx= ksinecoso
k = ksinesin'

k Vk2 
2  2

z . y

k
4''

The goal of'NF measurements then is to adequately acquire V(xo,yoZ) on a plane

of sufficient extent, and perform an inversion calculation of equation (1) from

the measured voltages. The Fourier inversion yields the probe/antenna coupling

product, written as:.

. (kx,ky) y 2  fV(xo,Yo,zo)e+(kxo+kYo+kzZo dx0dy0  (2)
(2w) ff

Equatinn (2) shows that an ideal probe (one for which I(k ,ky) = i for all
x y

kx k ) will yield straightforwardly the desired test antenna spectral amplitude
xy

function T(k ,k) with no probe compensation. However, all other probes (all

real probes) impart a complex weighting to A-+ which if known a'priori, can be

removed (compensated) in equation (2) by division.* The final result is then

used to find any desired field property (near or far) of the test antenna.

For example, once Ax (kx, ky) !s ~nown, the FF spherical components can be

straightforwardly calculated a,;:

&-jkrE 2wjk e AxcCOs¢- Aysin :.,

.Jkr.O 2 2•j k r- cose[ slno-A cos" (3) -

L.°

The probe of course, also imparts a polarization weighting which is being
tacitly ignored herein, but does not compromise the result of this development.,
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3.0. OPTIMUM PROBES

The concept of an optimum probe was introduced by Huddleston at

Georgia Institute of Technolooy in 1978 [61 He observed that by probing

only over a limited extent in the x, y, directions (Figure 1), the measured
wave numrber spectrum A would be en aliased version of the actual test

antenna spectrum T. Thic. finite-scan length limitation had of course been

previously recognized and adequately reported [71, but here Huddleston was
attempting to find a "best" probe pattern for 9, so that the unavoidable

spectral aliasing in t, might be minimized. He formed a mean square error
.criterion for "bestness" of A by requiring that.-

2L
I WAk k) 'A(k ,k 2

•Y1 dkxdk be a minimum (4)

where A(kx,ky) is the measurement estimate of the true spectrum W(kx ky).
The measurenent estimate is given by:

(k xky =Akx~ky • (kxky * T(kxtk (5)xy'xy

with PT(k ,ky) being the Fourier transform of the step function sampling window,Tx y
f 1x!•Xmxwx, yIy~mex::.

pt(x,y) = ....

0 otherwise

Huddleston ccncluded that the optimum NF probe would minimize the FF error in

A because- its NF voltage response is most concentrated over the finite scan area.

4.0 OPTIMUM PROBES FOR LOW SIDELOBE TESTING

In 1982,Gri. reinterpreted Huddleston's mean square error criterion
[8]. He reasoned that if a probe pattern could be found which-concentrated its

NF voltage response in a way which minimized the mean square measurement error

only over .. _ecified regions' In the A spectrum, then this new orobe would be

optimum in a weighted mean square error sense. By selecting the weighting
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function to discriminate against the mainbe,.n spectral wavenumbers, it was
predicted that the usually very low level sidelobe region would have enhanced

measurement accuarcy in the NF. Of course. the discrimination property of
the new probe could also be exDected to introduce uncertainty in and around
the FF main beam region, but this region could always be accurately measured

in a second test with a standard probe.

The "bestness" criterion for an optimum low sidelobe NrF probe then

becomes:

iW(kky) [(kxky) k A(kxk]I dkdk be'a minimum

for 1 ko I<kx,k < kmax (sidelobes) (6)

W(kx,k).I

0 0 < Ik k < k (mainlobe)

In equation (6) k0 is the wavenumber limit (firstzero) for the mainbeam, and
kmax is the maximum wavenumber allowed by NF measurement. W(kxk y) is essentially

a mainbeam wavefilter. Such a probe filter can not be practically realized,
however a useful approximation has been designed and built as 'shown in Figure 2.
The new probe -is a 2-element linear array of WR-284 wavegulde ele•ents. The
element voltages are combined In a 4-port 180o hybrid. coupler, producing both
Z and A'NF voltage responses in the probe output ports The transform of the

a port voltage implements the filter of equation (6) only approximately.
Approximation errors will be due to probe:

# null depth limitations
a null pointl.,g inaccuracies
* null shape variations.

The effect of, these approximations and the overall sidelobe, measurement accuracy

improvement is described next by simulation.

5'.9.5.
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5.0 SIMULATION

A computer study was performed which implements equation (1) to L

simulate NF measurement plane voltages generated by arbitrary probes in tests

with arbitrarily low sidelobe antennas (9]. For the optimum probe, the sim-

ulation ccmputes a measurement estimate of an error-free spectrum as:

A~kx,ky =(kx,ky • kx ky iT(kx ky * T(kx ky (7)y xy...y T

When 3ufficient scan length is available, the sampling window transform

P. kx,k ) becomaes unity and the product " (describes an optimum probe
Sxy

pattern which completely filters (attenuates) the mainbeam wavenumbers.

Practical probe patterns which approximate the optimum filter are achieved

using the new 2-element probe array.

Figure 11 is a block diagram of the simulation. For any probe type,
both a reference test array spectrum T(k ) and the specified probe spectrum

x
7(kx are first generated. Then the coupling product K" B is formed and

transformed for the simulated error-free NF voltages. These voltages are then

numerically corruptcd to simulate measurement inaccuracies due to RF instrument-

ation, multipath, and positioning error limitations. Finally the corrupted

voltage set is retransfo-'ned by equation (29) and probe corrected to yield

A(kx, k ), the measurement estimate of A (kx, k ). Comparing A aicd A then
x y x y

demonstrates the "bestness" of the new probe to measure low sidelobes accurately

as described in the results.

6.0 SIMULATION RESULTS

The results of this section confirm that th(. optimum NF probe.

(in simulation) offers improved sidelobe measurement accuracy. The new

probe operates to transform the sidelobe spectrum of an arbitrarily low side-

lobe antenna into an "effective" pattern whose peak sidelobes have been

artificially increased by the probe.* These increased peaks are then

measured with Improved accuracy as shown, and finally reported at the

correct relative level foilowing standard probe compensation processing.

by an amount equal to the probe null depth.
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r
The observation of significance is that all sources of NF measurement error

are minimized by this probe because the effect of these errors are directly

proportional to the far field pattern level of interest. In essence, it is ,

the coupling product K • N which is being measured. Improvement in A is

achievpd only following probe compensation. '

6.1 Single-element W/G Probe

Figure 3 shows a reference array pattern A(kx) which would be radiated,--Lx
by a 44X linear test array of point sources separated by .Sx. The elements

support a Taylor 50 dB sidelobe illumination for F =,10. The pattern has been

generated at 256 equally spaced kx increments. Overlayed on the array pattern

is a simple cosine-response probe pattern 9(kx) normalized tothe array's peak

gain. This model for F simulates the pattern from a commonly used open-ended

waveguide (W/G) probe. The coupling product pattern T • for this pair is

shown in Figure 4. The complex weighting of the probe only slightly attenuates

.the mainbeam gain at its 9.60 (kx = 149) steering angle, as well as causing

the roll off over the outer sidelobes as expected. Figure 5 shows the simulated

NF measurement plane voltage computed from equation (2) for this coupling
0

product. The NF phase displays the expected steering gradientof 46 A for a

probe z-separation of 3X. NF samples are assumed to be spaced by .32x.

The simulated error-free NF voltages in Figure? 5 are then perturbed

to model random and systematic NF measurement errors which usually increase with

decreasing relative amplitude. The perturbed voltage set is finally retrans-

formed and probe-corrected to yield the FF measurement estimate A(k ) for

this probe type. Figure 6 overlays the A and A spectra. It can be seen that

large sidelobe errors have been introduced in A when measured by the simple

open-ended W/G probe subject to NF amplitude dependent measurement errors.

Details of measurement corruption model is contained in [9] .

Frequency-dependent beam steering, is always expected from a travelling wave
test antenna.
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6.2 Two-element W/G Array Probe

The same seqtuence is repeated, but now using the new 2-element
W/G probe operating in the A mode. Figure 7 again shows the reference spectrum
A(k ) overlayed with probe FF amplitude and phase patterns radiated by twox
different A probes, each having an element spacing as annotated. The coupling
product pattern foe A(k) with the probe having .5A spaced elements is shown in
Figure 8. Notice that this hew probe attenuates mainbeamn wavenumbers by at
least 25 dB, has caused the mainbeam to split into two lobes, and has imposed
an en-velope weighting over the whole sidelobe -:ectrum. The voltage transform

of this coupling product pattern simulates thee-.ected NF probe voltage, as
shown in Figure ). The dynamic range of the NF voltage amplitude is reduced
by 20 dB compared with FiC.re 5, and higher frequency dmplitude variations
are more prominent. Again the 46°/• beam steering gradient in the NF phase is
preserved over the high energy NF region, but a 1800 phasr shift has also

• .occurred as expected at the center sample in the scan. These error-free
NF vol tage. are then perturbed exactl'y as was done for the open-ended W/G
;probe, retransformed, and probe corrected to yield a new measurement estimate,
ý. ) shown overlayed with (k X) in Figure 10. Significant measurement accuracy

irmprovement in the sidelobe region is apparent when compared with the Figure 6

results, and 'is si.ruarized in 'Table 1.

Table 1. Sidelobe Level Measurement Accuracy Comparison

Measured SLL (B) Ref SLL (dB)

Probe Type peak RMS peak ' ' Figure #

1. Open-ended WIG -33.0 -51.9 -50.0 -5/.9 6

2. T'o element A -45.0 -57.0 -50.0 -57.9 10
(.5A spacing)

These results pertain'to a probe perfectly consteered with the test antenna's

. mainbeam pointinq direction, and having a-null at least as deep as the sidelobe
ratio fo- the test antenna.
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7.0 LOW SOELOBE TESTING FXPERIMENT

An experiment is presently underway which will evaluate the utility

of the new probe to measure very low level reference pattern sidelobes, and will.

confirm the simulation results of section 6. The planar NF scanner at the ,

National Bureau of Standards in Bolder'has been modified to accept the very

long AWACS array as sketched in Figure 12. As shown, the 7.6m array will be

scanned in sections by translating the array mount laterally'in front of the

fixed scanner whose maximum horizontal scan dimension is only 3.85 m. Then

the sectioned data is merged and processed as if a single sufficiently large

scanner were used. This procedure was originally demonstrated under Air Force

sponsorship in 1977 [10], and has been shown to be accurate, providing the

initial aligrnent tolerances can be maintained after translation.

NF probing tests will then be conducted using both a standard and

a new 2-port A pattern probe. FF pattern results will be compared from NF

tests with the two probes. Intentionally introduced NF scan errors are expected

to produce measurable sidelobe errors at predicted levels (<_- 50 dB peak)

when probed with the standard probe. However, the new L probe is expected to

discriminate against these intentional NF errors and minimize the mean square

error criterion in equation (6).
* .~-

Additional NF tests are also planned in order to ccE .. fy the

validity of known nmea'surement error models which are used to predict expected

FF error due to NF sources irncluding positipnine -ror, sample density and

extent, and multipath. Test methods and expectea results will be described

during the presentation.
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8.0 CONCLUSION

An on-going state-of-the-art planar near field testing demonstration

has been described. Its, successful completion will establish the fundamental

accuracy limits for this testing method when attempting to measure very low

level sidelobes from large microwave arrays. A new 2-element probe array has

been developed which approximates an optimum probe by spatially filter-ig the

test antenna's mainbeam wavenumbers. Simulations show that such filtering

reduces the effect of all NF measurement errors " ch increase with decreasing

NF amplitude. Results of tests should be availabie in latc 1984.
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CASE STUDY OF' SAMPLE SPACING IN PLANAR NEAR-FIELD MEASUREMENT

OF HIGH GAIN ANTENNAS

R. J. Acosta and h. •. Lee

National Aeronautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44135

INTRODUCTION

The near-field measurement technique has been used extensively for

electrically large antennas which can not be easily tested on a far-f eld

range. In reconstructing the far-field antenna patterns from the near-field

measurements, a planar configuration may be used with a computation based on

the Fast Fourier Transform (FFT). The near-field data are generally sampled

over a planar grid at the Nyquist sampling rate of X . /2 spacing or less.

For -electrically large antennas, sampling at the Nyquist rate requires long

data acquisition times over which significant systeff electronic drift may

occur. Furthermore, the computer capacity may limit the largest size of the

data ,set. Special data filtering techniques for large data sets have been

reported (ref. 1). However, these techniques still require sampling, at

X 0'2 spacing.0
E. 6. Joy (ref. 2) discussed how the sampling spacing may be increased

throuyh the use of a priori information on the antenna under test. In this

paper, the criterion oi sample spacing greater than X. /2 is examined and

demonstrated using data obtained with an offset Cassegrain ccnfiguration.

FORMULATION

It is well known that the electric field may, be r-presented as a plane

wave sppactrum (rep. 31

E(xyz) = ( (KK) e-KfdK dK
14.2 • " 3 y

613".",

SrI.



where

1/2 " R'""
A A 2 2 2A

= Kx y + (K -K -K) z
x y 0 x y

K =21r/k.
0 0

F(Kx,K y) is the wave-number spectrum function which may be exaressed as

the Fourier transform' of the aperture field*, E(x,y.o), in the x-y plane as

follows:

/ .I~~K x+J x''yy -.. •
F(Kx,K ) ,,, E(x,yo) e dxdy

As j tends to infinity, as asymptotic value of E(x,y,z) may be found by the

method of steepest descent, namely,

- ( K0 cos e iKoY
E(r) e F(K sin e cos *, K sin- sin )0)

0r 0 0

For plane wave propagating away from the aperture plane at z -. o, the

propagatiu,i constant in the z direction is ,

K2,1(2 > 02".' :
K. - K K

SY9.
Thus, radiating modes exist only in the visible region of the real k-space

defi-ned by

2 2 2
K +K <KX --

while evanescent modes exist in its complement space. According to the Nyquist

sampling theorem,'a function whose spectrum exists and is nonvanishing over

finite region of wave-number space may be exactly reproduced from its sample

values taken on a periodic lattice at a rate of at least two times the maximum

frequency, or in terms of wave number, 2k max*.Since. the maximum wave-numbers :i: . --

k and k which define the boundary of the visible k space is 2v/).oXmax Ymax
the Nyquist sample spacing is given by
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2K AX < 2n(X
max

or

ax <X /2
~0

ay <.ý X /2

For a broad spectrum, the radiated power extends over the entire visible

region and a sample spacing of ?. /2 is required. However, for high gain
0

antennas such as large reflector systems used on communicatiOn, satellites at:.

geosynchronous orbit, most of the spectral components are concentrated in the

central region of the visible space. Consequently, data acquisition at a

sample rate greater X /2 is possible.
0

If only the spectrum within the region bounded by (±KxtKy) is of sig-

nificance, the sample spacing may then b, increased by k /K and kyaK
x xy ymax max

That -is

hy= it/K p.'.;
it/K

Ay

where K K -and K k
x x' y ymax max

By expressir.g the wave-number, k in spherical coordinate, i.e.,max '

k = 2Y(/%. sin e , the maximum elevation angle of coverage.,
max 0 max ,:.•:

0 , as a function of-sample spacing, a,' can be computed from
max

0 sin _ (?•12A)
max 0

For illustration, a few computations oF e versus A are tabulated .

below

7,. /2 . 2%, 37,. 57L 207.;.::,
0 0 0 0 0 ,

e max 900 30 0 150 100 60 30
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As indicated above when the sample spacing is increased, only a small angu;.r Ki

sector of the far-field can be accurately computed by the FFT. For antennas

with broader beams sample spacings approaching X. /2 are requi,-'4 .
0 -

DISCUSSION AND RESULT

The effects of sampling at greater than the Nyquist rate were studied

axperimentally for a dual offset Cassegrain Configuration designed by TRW for

NASA Lewis Research Center (ref. 4). The main reflector is parabolic with the

following characteristics:

Dish diameter = 257.89
0

Focal length = 318.74 ?L L--
0

Offset length = 135.51 X.
o

Centerfrequency. t =28.5 GHz (k. 1.05 cm)

The reflector is illuminated by a linearly polarized feed at.the focus with a

18 db edge taper. The hyperboloidal subreflector has a magnification factor

of ;. The antenna was tested with the planar near-field range currently in

operation at the NASA Lewis Research Center, Near-field Centerline data were

acquired at X /2 spacing. The radiation patterns were reconrstructed from
0

the centerline near-field data set with a one-dimensional FFT algorithm. For

sample spacing greater than ?L /2 appropriate subse.s were selected from,
0

the original data set. !"e. effects of the sample spacinrgs are illustrated in

the antenna patterns shown in figires 1(a) to (e).

This antenna patterns showed no perceptible changes from-data taken at

0.5, 1, and 2% spacirg., Sidelobe degradation starts to occur at ..'.
0

approximately 47 spacing. The main beam is slightly modified by a sample
0

spacing' of up to 8X. . For antennas used in,f:,lqce communication application

where the beam widths are in the order of 0.30 are often desired, a good

choice of sample spacing will be between 2 to 4,
"0

Orr
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Spectrum characteristics with cut-off power levels at -30, -40. and -SO

ao are shown in figures 2(a) to (c). These spectrum plots were obtained with

near--fielc' data taken at a ?L /2 spacing. As shown, spectral comrronents0

"with higher' cut-off power level occupies a smaller visible regirn of the

K-space, and thus a smaller wave number limit K and K . This
x y

corresponds to sample spacing greater than X /2.

Figures 3(a) to (c) compares far-field antenna pattern from near-field

data tzken at X /2 spacing (dotted line) and spacings implied by the
0

spectrum cut-off'plots (solid line). From these figures we can conclude that

neglecting data below -40 dB is consistent witn samrle spacing.

In general, desired pattern accuracy, desired aAgLlar range, and

available instrumentation dynamic range must be taken into consideration when

"selectiny saiple spacing.
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Comparlson of Measured and Calculate- Mutual Coupling
In the Near Field Between Nicro.-.-- Anterasas

Carl F. Stubenrauch and Michael H. Francis
National Bureau of Standards

Boulder, Colorado 80303

Measurements of near-field mutual coupling were performed

between two moderate sized microwave antennas 'and compared to

coupling calculated using recently developed computer programs.

Required input data for the programs are the complex far-field

radiation patterns of the antennas and various geometrical factors

describing the relative positions and orientations of the two L

antennas. Experirentally.determined and calculated coupling as a

function of both transverse displacement and, separation agree

closely except for a constant offset observed in some cases.

Key words: co-sited antennas, coupling loss, far fields, mutual

coupling, near fields. _"

1. Introduction

Recent theoretical work at the National Bureau of Stand rds

has 'led to the devel-opment of computer programs' which can

efficiently calculate the coupling' loss between two ante nas

regardless of their separation. (hus near-field as well as 'ar-

field coupling may be calculated1 .
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The required data for the calculation are the far-field

patterns (amplitude and phase) for the two antennas, and the

geometrical factors which define the relative orientations and ',

separation of the two Antennas.

Two computer programs have been developed which calculate the

coupling loss, b'o/ao, between two antennas as a function of _...4

transverse displacement and as a function of radial

displacement. b' is the amplitude of the wave emerging from the

waveguide feed of the receiving antenna and a is the amplitude of

the wave incident in the waveguide feed of the transmitting

antenna, as illustrated in figure 1. The program CUPLNF, which

calculates coupling versus transverse displacement, was documented

previously2. Program CUPLZ, for coupling versus longitudinal

displacement, is discussed in 1.

It is the purpose of this study to compare coupling losses

measured for' a 'variety of geometrical situations to the

corresponding losses calculated using the computer programns.

Medsurements were performed using the NBS near-field scanner. and

data were obtained for both transverse and radial displacements.

Far-field patterns used4 n the calculation of' coupling loss were

obtained from transformed planar near-field measurements 3  -
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2. Dscription of Measurement Pr-ocedure'I

In order to experimentally verify the coupling formulation;

coupling between two pairs of antennas was measured. The first

antenna was a 1.2 ...meter paraboloidal reflector antenna having a

power gain of approximately 30 dB and a half-power beawidth of.

4.50* The second antenna was a 25-element microstrip array having

a power gain of approximately 22 dB and a half-power beamwidth of

150. Most of the coupling measurements were performed on this

antenna pair. Some preliminary tests were also performed to

measure the coupling between the reflector antenna and an open-

ended section of WR187 waveguide of the type which is often used

as the probe antenna in near-field measurements.

Far-field radiation patterns necessary for the calculation of

near-field coupling were obtained from probe-corrected near-field

measurements on the reflector and array antennas. The far-field

pattern of the open-ended waveguice was measured directly'.

The region' over which a valid far-field pattern is obtained

using near-field techniques is determined by the aperture size and

scan areas as was shown by the, error analysis of Yaghjian4 and the

experimental work of Newell and Cr'awford3 . From this work it can

be demonstrated that the patterns for the antennas used are ,valid

to an angle of approximately 600 off boresight for the reflector

antenna and 77P off boresight for the array antenna. The

waveguide probe pattern is valid over the -entire forward

hemi sphere.
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Measurements were performed at the NBS near-field measurement

facility which allows precise adjustment and determination of the IL-.

relative orientation of the two antennas. The reflector antenna

was mounted on a rotator which allowed rotation cf. the antenna

ahout a vertical axis. This rotator was mounted on a movable cart

which travels on a pair of precision rails which are aligned to be

perpendicular to the plane of the near-field scanner thus allowing

variation of the separation distance betwcer, the two antennas.

The second antenna, either the microstrip array or the

waveguide probe, was mounted on the x-y positioner of- the NBS

near-field scanner. The antennas were carefully aligned so that

the relationship between the coordinate systems in which the far-

field patterns of the antennas were obtained and the common

coordinate system could be accurately determined. Two wedges were

also employed in mounting the array antenna which allowed it to be

rotated by angles of 21.60 and 30.30 about a vertical axis.

In all cases, the polarization vectors for the antennas were %

parallel and, oriented in the y-direction. The current versions of

the coupling programs only ca'lculate coupling due to a single

component of the far field of each antenna. Hence, one can only

calculate meaningful couplitg values for coupling where the

polarization vectors are parallel. Because of this limitation,

coupling measurements were only made for cases where the antennas

were oriented with their nominal polarization vectors parallel.

624



The measurements were performed for coupling loss as a

function of x and y positior. for various values of (T and "R,

where •T and are the angles by which the transmitting or

receiving antenna boresight direction is rotated with respect to

the common coordinate system as illustrated in figure 2.

Measurements were also performed for coupling as a function of

separation for various values of OT and, OR- The comparison

between measured and calculated coupling will be discussed in

section 3 for transverse displacement and in section 4 for

longitudinal displacement.

3. Coupling Loss Versus Transverse Displaceseent

We summarize here the major result of the mathematical

development in order to be able to discuss the results. It has

been shown by Yaghjian 1 , 2 that the coupling between two antenna3,

neglecting multiple reflections, is given by,

b (f(k.) • f (-k)eiyd ei- '- -

a° f C' -- dK (1)ao K<k Y "[:[.,

where C' is a constant which includes the mismatch correction and

t and t' are the free space, far electric field radiation pattern

of the transmitting and receiving antennas respectively,. The
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propagation vector is k = kxe + k ey t yez = Ki. yez Jk =.

2%/x with x the wavelength. The location of the receiving antenna

in the common coordinate system Is r R + d ez. The e-i(t time

convention is employed throughout. " V

Yaghjlan has also shown that, for most cases, the integration

range may be limited to IK/kj < (DT + DR)/d where DT and DR are

the diameters of the smallest spheres circumscribing the radiating it
part cf each antenna (including feeds, struts, edges and all other-

parts of the antennas which radiate or affect the reception

significantly). This restriction, of the integration limits

amounts to making use of the fact that only those rays which

originate from a point on one antenna and actually, intersect a

part of the other antenna take part in the interaction. This
range should give good results for IR < (DT + DR). This

restriction of the integration -ange also has the effect of

artificially bandlimiting the integrand so that the sampling

theorem may be applied in ordei to convert the integration to a

summation. Two parameters, X.LIM and BFAC, control the actual
-I S

integration range and increment emloyed in the, program. The . -

actual integration range is

KD + Di::-:
DTDR) ~ XLIM (2)

k
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The a&tual increment value is

xkx d 1X (DT + D RIM•()

We also note that Kmax/k is never allowed to exceed 0.9 in the

program.

Numerous, measurements were performed to investigate the

technique under a variety ff circumstances In this paper,

however, we- only present the results for a limited number of

cases. As will be seen, agreement between measured and calculated

coupling loss was generally good. The one case where a severe

discrepancy was noted will be shown and discussed. In addition,

we will illustrate the effect of changing the integration limit

and the increment on the results of the calculation.

For each case., we 'present ar plot of measured and calculated ..'>'

coupling loss for 'a transverse displacement in the x. or y F

direction. In all cases, rotations are 'about the y (vertical)

axis, Polarization of each antenna is nominally vertical.

Rotations were limited to t 30° for both the array and reflector

antennas bkcause rotation to angles greater than this would

require a large angular segmen1t of radiation pattern which could

not be uetermlned from the near-field measurements.

It Is noted that the magnitude of the measured, compared to ''

the calculated curves, seems to diverge slowly as-the antennas are
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turned so that their boresight direction deviates from the z-axis

in the common coordinate system. In almost every case, the

experimentally determioed coupling is larger than the calculated

coupling. The averaye discrepancy is approximately I dB with a SL.

maximum observed discrepancy of 3 dB. A number of possible causes

of the discrepancy have been investigated including errors in the

program, improper normalization, and, erroneous insertion loss

measurement at the reference point. However, these possible

sources of error are not large enough to account for the observed

discrepancy.

In figures 3 through 6, three cases of measured and

calculated coupling loss are illustrated for transverse

displacement of the microstrip artenna. The first two show good

agreement between the experimentally and theoretically obtained

losses. The first case illustrates the situation where the

boresight directions of the two antennas are parallel to each

other and the 'z-coordinate of the common coordinate system. As is

to be, expected, the pattern is qui e symmetrical with, relatively

little structure. Figure 4 illust ates a case where each antei.na

is steered with its boresight direction away -from the common

coordinate system z-axis. The pea s in the coupling occur where

the main beam of one of the two antennas dpproximately faces the

centar of the other antenna. Good agreement is observed to

coupling level below -45 dB.

623
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Figure 5 Illustrates the only example of poor agreenont in

the cases studied. We note that in this case, the coupling level .

is extremely low (< -50 dB). In this case, the effect of the

coupling through the cross-polarized components may be significant

and it should no longer be neglected. In fact, agreemeznt at these

levels in other cases may be fortuitous6 We do. note that while

the shape of the measured and calculated patterns are dissimilar,

that the levels are comparable indicating that the cross-polarized

coupling is of the same magnitude as the co-polarized coupling;

As is discussed previously, the coupling calculation should

give good results for IRI<(DT + DR) 1.4 meters for our case).

The calculated couplino is generally good to this distance.

Finally, in figure 6, we illustrate the effect of changihg

XLIM and BFAC. In all previously presented results, calculations

were performed with XLIM = BFAC = 2. In this figure we see the

results for vdlues of XLIM and BFAC equal to 1 and 2. These

results are typical of those obtained for the other cases. The

agreement between the various curves, is very good up to a

transverse displacement of about 1 meter. Beyond I meter, the

various examples diverge with the best result, as expected, being

for XLIM and BFAC both set to 2. We see that the results for XLIM

= 1, BFAC - 2, and XLIM = 2, BFAC = I are essentially identical.

This indicates that the size of the increment is more important

than the range of the integral since for these two cases the
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increment is the same, but the limit is larger for the second case

as can be seen from equations 2 and 3.

4. Coupling Loss Versus Separatian

As for the transverse case, we begjin by briefly reviewing the -

mathematical results relating to t he calculation- of coupling

versus longitudinal displacement. As has been discussed by

Yaghjianl the 4 .alculation may 'not be completed by simply

performing Ithe y transform of (1) because the necessary increme~nt

size requires impractical array sizes and computation time. Now-i

ever, the coupling loss satisfies the scliar wave equation, and,

as a result, can be expressed in terms of spherical wave

functions. Further. -since the choice of the polar axis is

arbitrary, the longitudinal axis may be chosen as the polar axis
%Q I.with the resulting shimplified expression for the coupling:

bBd h '(kd)IO d> 6 + (4) "-.(4)

a2 nnedd

an 32 1), i) fljfi f*f P(cose) si d do (5)
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The spherical Hankel function of the first kind, hn1) represents

outgoing waves with the chosen time convention and Pn(cOSe) is the
le

"Legendre polynomi al.

A program, CUPLZ, was written to calculate the coupling loss

between two antennas as a function af longitudinal displacement

employing the abGve theory. The calr.ulated coupling obtained from

3this program was compared to tne cxperimentally obtained results.

In figures 7 and 8 we show comparisons between measured

coupling loss and the loss calculated using CUPLZ. In both cases,

. the loss was measired for a separation range of 1 to 4 '*ters.

The measure..d curves (dotted) indicate the envelope of the measured

loss pattern. The measurements exhibit a rapid oscillation due to

multiple reflections between the antennas, an effect not treated

In the theory. As may be seen, the agreement between the measured

and calculated curves is good with the exception of an offset,

which is similar to that observed in the transverse displacement

case.

6. Cowcluslons

It has been shown that the programs CUPINF and CUPLZ give

good results for predicting the coupling between two antennas in

p the near-fteld eegion. 'In particular, patterns for displacements

;n the transverse direction and the lonigitudinal direction show

exOeIlent agreement except when the coupling level Is 'very low

o*A*- 6.,!

p.'.
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(> 45 dB). If it Is desired to predict coupling to very low

levels, or for the more general case where the antenna

polarization vectors are not parallel, it will be necessary to

include both polarization components of the far field. For some

situations, a constant offset was observed, however, it is not

great enough to affect the utility of the programs for electro-

magnetic compatibility purposes.
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Figure 2. Definition of simplified coordinate systems for mujtual

coupling measurements.
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Modern airborne radar systems that demand narrow beamwidths and low

Selobes require large antenna apertures. As the antennas become larger and
"delobe requirements tighter, the effects of scattering from the aircraft I
ructure becomes more pronounced and the resulting antenna performance can

:owu quite degraded. It would therefore be useful to knov beforehand what '

Fect the aircraft will hxve on the performance of the antenna. A brute

rce method of obtaining this information would be to build and mount a full,

ile antenna on the plane, but this would be quite expensive due to the high

3t of fabricating the antenna. This paper presents a moze practical

isurement scheme using a full scale model of the plan and a field probe

sembly.

The field probe track assembly is mounted on the aircraft in the same

mation as the proposed radar antenna. With a RP signal source in the far

.ld, the field probe is moved 'over the whole area of the antenna aperture

I data is taken at each point corresponding to a radiating ,element

:ation. These complex data points are then processed along with the

-toretical antenna aperture distribution to obtain a predicted actual antenna-

:tern in the presence of the aircraft.

Experimental Setup

The investigation described in this paper was conducted at the

;tinghouse Ridge Road Antenna Range in Baltimore, Md. The range used d.,i

)0 ft, elevated X-Band range, with a large 3-axis positioner mounted on the'

)f of a 4--story buildinag.

The hull o# a government surplus airplane was .obtained and mounted upside

m on the 3-axis positioner. The upside down mounting provided better

:ess to 'the proposed antenna mounting site whi.h was under the forward part

the fuselage and off to one side. This configuration aloo helped eliminate "

ranted reflections from the positioner itself (See figure 1).
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The field probe aesembly used was a Scientific Atlanta fielId probe with a

.")-foot tra-k and a servo controlled carriage that could be moved alonig the

full length of the track. The assembly was mounted on the plane such that the

field probe element would completely sweep through the proposed antenna

aperture, which was approatmately 15 ft long by 16 in. high. In order to

reduce the number of data points. that neded to be taken,.a vertical slotted

waveguide stick that completely covered tae height of the aperture was used as

the field probe elevent. This reduced the data taking and processing from a

two dimensional case to a one dimensional case (See figure 2).

Extreme care was taken in the mounting of the field prohbe to insure that

the track was as straight as possible anid that the carriage and field probe

elemet~t experienced little 'wobble' as they moved down the track. Sturdy

mounting structures and optical alignment techniques were employed. A piece

of absorber was attach~ed to the back of the stick to reduce backlobe

reflection$.

Figure 3 shows the block diagram for the experimental setup. The APC nora

is i reference horn for the receiver that allows it to lock onto the correct

frequency. Channel. A is the measured data from the field probe' and channel a

is the reference 3ignal for the meaaurement. The high speed RF switch

contiruously switches betwein these tvo channels at a high rate. The compu,.er

reads three values fro2 the receiver. The firs t is t.he amplitude of A, the

second to the amplitude of 8, and the third is the difference in phase between

..and B. The computer-also reads the position of the fi-eld probe from t1 ,.,

field probe controller.

The procedure for obtaining a met of dsta is as follows. First the field

probe track must be aligned ;erpindicular'to the r~ange axis. Th .Is is

accomptished by positioning the field probe at one end of-the trick and then

slowly movingit while monitoring the phase on the pattern-recorder. If the

track is misaligned. the phase response will havo a slope proportionate to the

~isalignsont (See figure 4). The position 3f the track is ad4usted using the
.ower azimuth table until the phase response is a straight line, at which

?oint this track i3 boresigh~ed.
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Once the field probe assembly is boresighted, the probe is once again

positioned at one end of the track, and then sluwly moved down toward the

other end. The computer continuously monitors the position of the probe and

once the probe reaches the position of the first radiating element of the

antenna it takes ten reads of the three receiver values. The average of these

ten reads is then stored along with the appropriaLe probe position. This

process is repeated for each radiating position. During the run, the phase

data is monitored on the pattern recorder. If a malfunction should occur in

the setup during a run such as the receiver losing lock, this could be

detected by a larger "glitch" in the phase and the run could immediately be

stopped, Once a data run has been completed the data is stored on a disc.

After a sufficient amount of data is taken, it can then be processed. The

processed data is to be presented in three ways. The first is a plot of the

amplitude of the scattering data versus probe position. This information is

obtained by taking the difference of the amplitude of channels A and B. The

second is a plot of the phase versus probe position. The third day is in the

format of a far field antenna pattern. The amplitude and phase of the

scattering information is multiplied by a typical theoretical amplitude

distribution and then prccessed using a Fast Fourier Iransform (FPT). If

desired, the aperture weights can be further modified by a 'random complex

multiplier, prior to the FFT, to simulate aperture errors due to fabrication

and aperture phase tuning. A typical example of a set cf processed data is

shown in figure 5.

During the early part of, the experiment a high frequency ripple was

noticed in the measured phase data. After a careful investigation, it was

determined that the major cause of this ripple was due to field probe wobble.,

Most of this effect was removed by mechanical adjustments to the probe

assembly. To further remedythis situation, a software filter was developed

that used an averaging technique to smooth out this high frequency ripple.

rigure 6 shows the same set of data. filtered and unfiltered. The "

-orresponding far field patterns are shown in figure 7.
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3. Data

Data was taken for two basic aircraft/antenna geometeries. The first was

for the case of the antenna looking out directly over the wing, and the second

was for the case of looklng across the fuselage. These two cases are shown

schematically in figure 8 and will be referred to fron now on as over the

wing, and over the fuselage.

LThe effects cf mechanical elevation scanning were simulated as shown in < V
figure 9. First the airplane is tilted to some angle using the 3-axis

poe-tioner, and then the field probe element is mechanically boresighted using

a level. Positive angles correspond to looking into the aircraft and negative

angles correspond to looking auay.

The effects of electronic azimuth scanning were also investigated.. Figure

10 illustratee the geometry used to simulate this condition. The airplane was

simply rotated to some angle relative to the range axis using the positioner.

Due to the broad beamwidth in the azimuth plane of the field probe element,

reboresighting of the element was only necessary for angles greater ,han 40

degrees. In order to make the phase plots more readable for these cases, the

de-tvative of the phase was plotted instead of the actual phase, which would

have consisted of ,a series of ramps. Positive angles correspond to the

antenna scanning toward the front of the plane and negative angles correspond

to scanning toward-the tail.

Scattering off 3 fuel tank was also investigated by aatually attaching a

wing tank to the plane as shown in fIgure 11.
t7.

In order to obtain a reference set of data that is essentially free of

aircraft effects, the probe was placed in the over the wing configuration and

the plane tilted down -25% This, gave the field prabe a clear line of gight

view of the transmitter over the full length of travel. This data is shown in

figure 12. For all of the data presented In this paper, a 60 dB'Tachebyscheff

distribution was used as the theoretical antenna distribution with added

randorii errors of 0.15 dB RMS amplitude and V RMS phase. This ultra low
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sidelobe distribution was used so that scattering effects coulV be readily "

observed. Figure 12 indicates that all far out sidelobes are below 50 dB.

The close in sidelobes are higher due to the phase fall off shown. This fall :

off was due to a twist in the probe track which could not b. corrected during .

the experiment without significant additional expense.

Figures 13 and 14 present data for the two basic configurations of over

the wing aid over the fuselage. Both cases are for O elevation and 0*

azimuth. The amplitude scattering is slightly greater for the fuselage case

due to a slight blockage by the fuselage.

Figure 15 shows the results for a case of severe blockage. The probe' is

.setup to lrok over the wing with the fuel tank in place. Tha azimuth scan

angle is -40 degrees and the elevation angle is +15 degrees. The blockage

effects of the wing and tank are very evident..

4. Conclusions

The conclusion that can be drawn from the data presented here is that the

basic setup and instrumentation is quite clean and accurate. This is

evidenced by the 50. dB peak far out sidelobes meesured la the reference

setup. The first few close in sidelobes are somewhtt higher due to

experimental errors caused by carriage "wobble" and twists in the track itself.

Improvements in the setup can be made ,to improve close in sidelobe

performance.. These improvements would includie mechanical adjustments to the-

probe assembly, and carriage to remove wobble and twists. Consideration must

be given however to the fact that good close in sidelobes are hard to ootain

'in the manufacturing of low sidelobe antennas and therefore the performance

demonstrated in th..s paper maybe suxficient..
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EXTENSION OF PLANE-WAVE SCATTERING-MATRIX THEORY
OF ANTENNA - ANTENNA INTERACTIONS TO THREE ANTENNAS:

A NEAR-FIELD RADAR CROSS SECTION CONCEPT

Michael A. Dinallo
The BDM Corporation

1801 Randolph Road, S.E.
Albuquerque, New Mexico 87106

1. Abstract

This paper presents a three-antenna plane-wave scattering-

matrix.(PWSM) formulation and a formal solution.-An example will

be demonstrated in which two of the. three antennas are electro-

magnetically, identical (the transmitter and receiver) and the

third (the scatterer) has arbitrary electromagnetic properties.

A reduced reflection integral-matrix will be 'discussed which

describes the transmit, scatter, receive (TSR) interaction. An"

a';tenna scatterer spectral tensor Greens function is identified. "i

In -this formulation the transmit spectrum will be scattered by

the third arbitrary antenna (target) and this scattered spectrum

may be considered to have originated from a transmitting antenna.

Near-field antenna measurement '.techniques are applicable which

determine the electric . (scattered) field spectral, density

function. 1 ' 3' If a second deconvolution Is applied, a transmit

probe corrected spectral density function or scattering tensor

can be determined in arinciple. In either ca-e, a near- or far-

electric field can be calculated and a radar cross section h

determined.
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2. Introduction

The successful results that near-field antenna measurement

techniques have achieved In determining far-field antenna

patterns encourage the Idea that perhaps similar techniques may

be applied to determine a target's far-field radar cross-section

(RCS) based upon near- scattered ft3ld measurevents. The idea

that a target's far-fleld RCS can be determined from near-

scattered field measurements is considered here as a near-field

RCS concept. Planar scanning near-field antenna measurement is

theoretically substantiated using the twc-antenna, plane-wave

scattering-matrix (PWSM) formulation. 2  Since determining an RCS t
requires a transmit 'probe, a target, and a receive probe,

extending the PWSM formulation to include three antennas was

chosen for investigating the feasibility of a near-field RCS I

concept. This paper presents a three-antenna PWSM formulation,

discusses some of the results, and shows how this formulation

substantiates the near-field RCS concept.L

In the following section, the theory and definitions asso-

ciated with the PWSM fomulation are stated. 2  This is followed by

a section on the three-antenna PWSM equations and a general

solution. A specific solution for the RCS problem (TSR inter-

action) is then presented in section s. The paper closes by

stating' conclusions and identifying future efforts related to

this topic.
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3. Background ,

The PWSM formulation of antennas depends upon the plane-wave

representation of an electromagnetic field. Beginning with

plane-wave solutions to Maxwell's 'equations in a rectangular xyz

coordinate system in free space, solutions for E and H can be

constructed from elementary plane-waves., Referring to figure 1,

an antenna system bounded by two planar surfaces F, and F2 . which

are transverse to the z-axis direction (e)., can have correspond-

ing E and H field solutions in the form of weighed-sums of plane-

waves traveling to the right and left on either side of the

antenna. Specifically,

Rq C ~ 2v q I-a

-aA T C )e !Ls (a*K)e;Y hXCI Kei,-Rd(1b
Eqt~ 2v q q * lX ~f)LRd Ib

ii-•

where the foll~owing sign conventions and definitions apply: 4

takes On values of 1 or 2 which' correspond to the rig t (F or

-left (F2) side of the antenna, respectively; also, q v 1lues of 1

or 2 dictate use of the upper or lower sign respectiv ly, found

with the z-dependent exponentials; the subscript t d notes the

transverse components (w.r.t. e); m takes on values f 1 and 2 -

which correspond to TM and TE polarizations respect vely; the

transverse vectors K and R and the transverse unit vector' ýIm and

y are defined in (I-c); nq is, the unit outward -normal to Fq;
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ri( are the TM and TE wave admittances; bq(m,K) and aq(m,K)

are the continuous spectral (angular) density functions for V..-

emergent and incident (relative to nq and F ) plane-waves,q q

respectively. Finally, an e iwt time dependence is used.

a X Y Y a X

9 k @ kg Rk r p

; VX X 2 "

kT remainin g ; pr o Ee ae d b using -"

q q+

in -,--',(1-c)

k2 
• 2oo iS a2 a zz€ +!

The remaining component of E and H (ez can be obtained by using

the fact that each elementary plane-wave is orthogonal to ,

i.e., k.E(or H) o. Thise is referred to al transversality inf.

reference 1.

Expressions for bE(',K) and a (m,,) are obtained by invert- ,.hecu.

ing (r-a,-b). ';"'"-"-"

-;,- - ..9 (2-a)

S.- q q-

.Note from (2) that a knowledge of C and H in the transverse plane "-:-

R is sufficient to determine the spectral density functions and..-

therefore E 'and H anywhere' using (1-a,-b) and transversal ity. :i

1. If C and H are determined in a transverse plane which excludes V.•
evanescent modes, application of (t-a,-b) in the reactive near-'.:,.
field .would be erroneous. Therefore, constraints used in (2).....
become restrictions in (1-a,-b). .-'
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These equations and definitions show how the spectral

density functions are related to the E and H field. The soectral

density functions are also used explicitly in the scattering-

matrix fomulation of antenna characteristics and in fact will be

defined in terms of the scattering parameters. 'Therefore, the

dependence of E and H upon the scattering-matrix parameters will

be made apparent. Also, these equations will be used to derive a

set of Joining-equations for the three-antenna formulation wnich

relates the incident spectral density functions of one antenna to

the emergent spectral density functions of another antenna.,

The scattering matrix parameters will now be defined in

conjunction with the spectral density functions a (mK) and
"q

b (m,K). Since an antenna is an imperfect receiver, an incident
q

electromagnetic wave with the corresponding incident spectral

density function a (n,L) will be sc.ttered. The subscript p
p

accounts for the fact that the incident spectral density functicn

can impinge upon the antenna from the right side (p-I) or the

left side (p-2). For each particular transverse. incident vector

L and a particular polarization n any scattered direction, K and

polarization m is, in general, possible and may be in either the

forward or backward direction (q - 1 or 2). The emergent

spectral density function bq(mK) is then dependent upon the

incident wave by the following equation:
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S (m, .n, E) a(
q P

where S q(:n,K;n,L) is an element of a dyadic scattering tensor.
qp

If the antenna' is in an active (transmit) ma.de then b (m,K) will

have an additional spectral contribution whiich is the product of

the antenna waveguide feed modal amplitude a0 and the antenna

transmitting 'spectral) characteristics S (m,K). To completeqo,

the scattering-matrix description of the antenna characteristics,

the antenna waveguide feed emergent modal amplitude bo will be

due to two factors: the product of a0 and the antenna waveguide

impedance mismatch S and the product of the' incident wave

spectral amplitude a (nK) and the antenna receiving spectral
P.

characteristics S (m,K). The antenna scattering-matrix equa-aoq

t~ons can now be written as:

b-Soo 0 ' S S 0 (nL) a .. ) d,
PL (4)

b (2"K) ='Sq0(l"K) a, + O a a ,Z) d

Each of the scattering parameters can be, vectorized by using the

TM and TE unit vectors ic and Kc. The invariance of (4) with

respect to the choice of coordinates in the transverse plane

should be noted. All of the necessary antenna scattering para-

meters and formulations, have been stated. The three anternna

scattering equations will now be conside'ed.
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4. Three-Antennd Formulation'

Figure 2 shows the three-antenna configuration to be
L.

studied. A superscript will be added to all of the PWSM para-

meters to indicate the antenna to which a parameter corresponds

(1, 2, or 3). Antenris 1 and 2 are located in the same
. ,p

transverse plane. Each antenna will have its own relative

coordinate system and therefore its, own relative incident and

emergent spectral density functions.

Antenna 1 of figure 2 will be the reference. The other

antennas will have corresponding incident and emergent spectral

density functions relative to antenna 1. These relations

(Joining-equations) are developed using the geometry in figure 2,

equations (2) and the uniqueness of E and H at any physical

point. These joining-equations are:

1 (5-a)

*Lk. C,

;"~~ -1'+.(5-b

42 2 1 1c
+2 2
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iU

where 1 Is the 2 x 2 identity matrix and the a and b spectral

density function vectors have two components, one for each

polarization, TM and TE (i.e., K, and c2). Similarly, using

vector-operator notation the three-antenna coupled scattering

. equations are:

self mutual
input receive receive

reflection characteristics characteristics

Sb a1 S aI + a1;"0 00 0 01 1 01 (6-a)'((6

"transmit mutual self mutual
characteristics transmittance scatter scatter

"1 §1 1 §12 2o 1 11 + 12 i2-

bt2 2 -2 -2 + 21(6-c)0 - 00 a0  * 0 2 a1  02 1 (b

-2a 2  + i2l&2 + -2 +121 ;1.
* 1 10 10 10011 111L

b3 3 a3 + 32;
0 00 0 02 a2

(6-c)

-3b 1 3 a3  + j3 ;
2 20 0 22 2

These scattering, equations are coupled. due to the mutual

interactions of antenna 1 and 2. Note that the subscripts'on the

"vector, or tensor quantities refer to the right, or left side of a
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particular antenna as defined under (2). This being understood,

the subscripts on a and b will now be suppressed.' The mutual

receive parameters , i1 and S, account for the presence of a

second antenna in the transverse plane located at z 1 - z2 -0 of

figure 2.

Two mutual interactions are possible. The first is

one antenna transmitting in an active mode and the second antenna

directly receiving this primary radiation. This interaction is

encountered in antenna array theory and can be accounted for in

Soo as an active input impedance. The second interaction is due

to radiation being scattered from one antenna, and received by the

second. This is explicity accounted for in the scattering"-12 -21 ',
equations as the mutual receive parameters So1 and SOl; The

mutual receive parameter 12 i being scattered f rom

antenna 2 and received by antenna 1.

Using the two-antenna solution (located on the same

transverse plane) and (5-a), i1 can be expressed as:01 1r

iý §1 f-1g (7)

-21Similarly, the mutual receive parameter S1 can be expressed as:

"-21 2

S01  02 ~ 11(8
(8)
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12 -21The mutual transmittances SlO and SiO account for primary radia-

. tion being transmitted from one antenna, transformed (or propa-

gated) to another antenna reference, and scattered. As in (7)
*112

and (8), So can be expressed as:
o1

* °

o-2-+

Similarly, 21 can be expressed as:

i.; lo (I• + -2(0
C

10 110

The final parameters to be defined under (6) are the mutual scat-

tering parameters S11 and. 2I" Mutual scattering accounts for

one antenna scattering radiation, transformed to another antenna

reference. These are expressed as in (11) and (12).

921
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The mutual transmit and scattering parameters are necessary

for il or ;2 to separately represent all interactions or

processes contributing to rightward-traveling spectral radiation.'

A formal solution to (6) can be derived where the antenna wave

guide feed emergent modal amplitudes b0 are written in terms .of

the antenna wave guide feed exiting amplitudes a0. Using (5) and

0*
(7) -(12) in (6) the following matrix solution can be obtained:

0o *"21 N22 N23 ) (13)

N1 00, 1 2 11 0 11S+o 1 22 (13-c)

1.1k At3-21
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"2- Soo, 4 .i,•, c I.) i- .. * 1 1) 1  22 10 (13-e)

"2•3 2 (.1 +t j3g) +t - 2i1 1 ,1. • .30 (13-f)

"3 1 " s032  i 13- ' 13 12 1 3+1 . (13-g)

N3 1 02 11 22. +1 10

22 2213 9 1_ 1§120 (13-h)

1433 -S 0 0 + S0 2  22-I 21- 11 20

where the following 2 x 2 matrices R are given by:

1h a h '• ,f- I - -112+ f;+ 13 • I• % 1 1 + h 12

A 13. fl 13A 13 f~ 13(14)
22 1 22t.; 22 2 22 +.2

The R matrices represent transformations of the scattering para-

meters amongl-the antennas. The expressions contained in (13)

account for the following Interactions: direct -transmit and

receive (zero-order); transmit, scatter and receive (TSR)
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(first-order); and higher order scattering among the three

antennas. In obtaining (13) expressions for a a ',1 ;a 2 9, and

a 3 are found which can be used in (2) for explicitly repre-

senting the corresponding E and H fields.

5. Transmit-Scatter-Receive Interaction: The Radar Problem

For simulating the radar problem, let antenna 1 transmit,

antzmnn 3. be passively scattering radiation, and antenna 2 be

operating in the receiving mode. Further, let antennas 1 and 2

have identical characteristics (as defined under (3) and (4))

denoted by

§~S1  i i; §1 1 1 g2a
01~i 01 01 0 1 0; 1 1 1 (15)

If mutual scattering between antennas 1 and 2 is assummed negli-
'2 32gible, then since aO. ao= 0, bo from (13) becomes:

20

b x 23 12. '- 2 i a10 01L 22 1I 22 10 0 (16)

Considering the first reflection to be dominant and subsequent

reflections to be negligible, (16) can be further reduced to:
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b2 f -1 g3 f -1 al 17
0 01 -2 22 +1 110 0

I-

In expl-icit integral form, (17) can be written as

2 - -ik- r . .•-b i ifi na~ (I ( ~ 2. j3 (L)-1 1 0 (L)e 1. dLi dK

b 0 (r 1 r 1 )(18)

receiving", ýrigft to left spectral transmitting left to
characteristicS propagation dyadic Greens characteristics right

Function propagation

and is a reduced reflection integral., If multiple reflections

are considered significant, (18) can be used as a first

approximation to bO, and using an appropriate iterative technique

2bo may be evaluated In principle If (16) is convergent. For this

latter class of problems it may be possible to evaluate the full

unrduedwfom fr 2  2 .3"Ounreduced form for b0 (ao- a - 0) as written in (13-d).

The reduced reflection integral (18). mathematically

describes a TSR interaction which is the radar problem; To make

apparent the similarity of (18) with the transmission integral

(reference 1) let -

S•;I-

L 11(L e 1 dL 19) ::.
10 22°(.'

• .',-•..;.-.'..' '.•••,• .,..'':.':..'.',. -... r.< •,•,r...,...'., '. ,'. 680 ' ••'



Then (18) becomes:

2--1- *L.r! d

b 2 (1'j= ! 0 i1(10'1o(ii,!) Ur- r2'• di (20),-"
b0 (r 1 2) =a 0

wh'ch is indeed a transmission integral. The transmit antenna

has a spectral radiation pattern.I•O(r 1 'K) which differs from i

that defined under (3),only by the r1 depcndence. The scattering
=3

dyadic S22 represents any scattering target and the scattered

field can be considered to have originated from an antenna. As a

result, near-field antenna measurement techniques are applicable

(reference 2). Denote the coupling-product by

-() I "(21)

Deconvolution'of (21) allows O(K,rl) to be expressed as:

1 2 i,. r

O(-, ) a 4,2a- f b: (j,•) erI"r 2 dR2 (22)

D(Kr1) 4-wa 0

Since for planar near-field antenna measurment techniques b20

represents sampled data in the transverse R2 plane, O(K,rl) can
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be empirically determined, and I*o(K~rt) can be computed and

receive probe corrected via (21). A far-electric field :an then

be calculated ano an RCS evaluated although it will generally be

transmit probe dependent.. If a plane-wave is incident upon the

tdrget then Io(K.r,) will not be transmit probe dependent, and

the fa -electric field can be calculated and an RCS determined.

However, even if I' 0 (K,- 1 ) is transmit probe dependent a secondS-~3 -- "

deconvolution :an be performed upon (19) and S2 2 (KL) evaluated. -

S2 2 (K,L) is the most essential parameter in the PWSN formulation

of the RCS problem since it describes the scattering properties

of the target.

Defining

= (R,E) = 22(E) ilO{•) (23)

as a scattering product, a second deconvolution can be written as

-- ,L - - f1 1 0 (RK,7 1 ) el 1di 1  (24)
4 ir'. -

An explicit set of equations, assuming TM(x) and. TE(y) *

polarization, can be written as:

, L) + I (L) So(xK;yL)

(25)

o (KL) I i (L) S (yK;xL) + "E
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=3
If the transmitter is rotated and (20) through (25) resolved, S22:32

can be determined. Once known, S22 can be used in the reflecticn

integral (18) allowing bo to be calculated' for any incident

field, and an.RCS can be determined in the near- or far-field.

6. Discussion

The TSR interaction is compactly expressed in the reduced-

reflection integral (18). This integral describes a transmitted

radiation pattern which it propagated to a target and scattered.

Emerging from this interaction is another, re-transmitted

radiation pattert,. Th s target radiation pattern is determined

by evaluating and summing the scatter ng-prcduct (23) for all

incident directions. The target radiation pattern is then

propagated to and received by a probe antenna which also has a

particular pattern (or angular spectrum). The first deconvolu-

tion (22) allows the coupling-product (21) to be evaluated, which

in turn enables the transmit-target pattern to be determined and

receive probe corrected. A second deconvolution (24) allows the

scattering-product to be evaluated which in turn enables the

dyadic, scattering tensor element to be determined and transmit,

probe corrected..

The scattering tensor element Sz (m,K;n,.) is a quantity

which enforces the electromagnetic boundary conditions to be

satisfied for any of the incident field directions 1. and'polari-

zations n. This enforcement of the boundary conditions is

dependent upon the target geometry and electromagnetic,
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constitutive parameters a, ji and . As such, the dyadic scat-

tering tensor element is a significant, quantity for the radar

problem since it inherently contains the target geometry and

electromagnetic constitutive parameters. Since the scattering

tensor is independent of transmit and receive probes it can..be

used as a classification parameter for various targets and ,may

also be used for calculating a measured RCS using any set of

probes, in the near- or far-field.

A final note to be mentioned is that if the first decon-

volution required an N x N array of data, then the second decon-

volution would require an (N x N)' array for determining S2

.(m,K;nL). Efficient data acquisition and processing schemes are

needed to minimize computation memory and time requirements.

7. Conclusion

A three-antenna PWSM formulation has been presented and a

solution formally obtained. The radar problem or TSR interaction

is a special case of the three-antenna problem. A transmission

integral was obtained (20) which is similar to the one obtained

in reference 1. This substantiates using near-field antenna

measurement techniques for measuring the near-scattered 'field of

a target. The scattered field transmission pattern can be deter-

mined and probe corrected as in the near-field antet'ra measure-

ments. A near- or far-field electric field and corresponding RCS

can then be calculated. This RCS will in general be probe- Z

dependent. However, applying the second deconviutlon (24)
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allowis the scattering-product to be evaluated and the target

scattering parameters determined and transmit probe corrected.

Using an arbitrary incident field, a near- or far-field electric

field and thecorresponding RCS can be calculated. .

Future efforts include the following topics:.

1. Analytically calculating the dyadic scattering tensor

elements from known scattered field solutions.

2. Performing a similar three-antenna analysis with one of

the antennas located in a plane mutually orthogonal to

the other two.

3. Determining how to sim,,ulate a "near-field" plane-wave

and thus avoid a full second deconvolution.

4. Fully utilizing a given near-field measurement data-

set, including simulating with software other incident

field directions.
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